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Abstract— Deep learning techniques can make use of a
large amount of time-series data from wearable devices and
greatly benefit the development of sensor-based human
activity recognition (HAR). However, representation learn-
ing in a supervised manner requires massive labeled sen-
sory data that are time-consuming to obtain and hindered
by privacy concerns. To address these issues, we utilize
the plentiful unlabeled sensory data and propose a novel
self-supervised learning framework, namely Temporal Con-
trastive Learning in Human Activity Recognition (TCLHAR),
which learns the meaningful feature representations for
time-series data without labels. Our TCLHAR framework
utilizes the temporal co-occurrence relationship among
time windows as the supervisory signals to construct pos-
itive pairs in the encoder pretraining stage. The encoder
is designed for cross-modality fusion, which leverages the
local interactions of each sensor modality and the global
fusion of features from different sensors. The proposed
framework is extensively evaluated on public HAR datasets in supervised, self-supervised, and semi-supervised settings.
Our method outperforms several self-supervised learning benchmark models, achieving comparable results with fully
labeled data training. When labeled data is scarce, our method can boost the F1 score by up to 65% over traditional
supervised training, which demonstrates the effectiveness of our feature representations.

Index Terms— Human activity recognition, self-supervised learning, contrastive learning, representation learning.

I. INTRODUCTION

HUMAN activity recognition (HAR) is a general task to
identify the performed activities of a person based on

sensory data, such as videos, visual images, and measurements
from inertial measurement units. With the massive imple-
mentation of multi-modality sensors in portable and wearable
devices, collecting sensory data is becoming easier, fueling
the growth of applications such as health monitoring, assistive
technology, and sports analytics. Integrating multiple modali-
ties of sensory data is thus a promising way to accomplish the
task. Generally, sensor-based HAR methods adopt the time-
series data from various sensors and combine signal processing
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and machine learning techniques to classify the inputs into
different activities in a pre-defined infinite activity set.

With the rapid development of deep learning techniques,
many supervised deep learning models have been successfully
applied to HAR [1], [2], [3]. These end-to-end models out-
perform the traditional HAR methods by replacing the hand-
crafted features with learned features. By leveraging the power
of deep neural networks, these models are capable of detecting
complex patterns and subtleties in the sensory data, resulting
in more precise and adaptive activity recognition. However,
collecting labeled data and applying a supervised deep learning
model to HAR is challenging due to the demands of the
giant training data. Data annotation, which requires semantic
segmentation of time-series sequences, is expensive and time-
consuming, given the enormous data volume. This challenge
is exacerbated in real-world applications where activities can
vary significantly among individuals and contexts, demanding
high granularity in annotations. The heterogeneity of devices,
sensor types, and device-working environments makes it non-
trivial to unify the types and quantities of data collected
from different sources and thus produces large-scale datasets.
This heterogeneity poses interoperability challenges, leading to
potential inconsistencies and biases in the data, which can, in
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turn, affect the overall performance of the model. Furthermore,
data collection inevitably raises privacy issues since HAR data
samples are mainly generated from personal devices, such
as smartphones and watches, and owned by consumers. The
sensitive nature of the data, reflecting individuals’ behaviors,
locations, and routines, calls for robust ethical guidelines
and privacy-preserving mechanisms to ensure that personal
information is handled with utmost care and confidentiality.

Unlike labeled data, which are hard to collect, unlabeled
data are readily available. Self-supervised learning is a promis-
ing technique to address the aforementioned challenges by
utilizing unlabeled data. The prevalence of unlabeled data,
particularly in domains where manual annotation is complex
or privacy-sensitive, makes self-supervised learning a power-
ful alternative to traditional supervised learning. Instead of
constructing an end-to-end model, self-supervised learning
decomposes the model into an encoder and a classifier head.
The encoder is pretrained with unlabeled data in a pretext
task to generate meaningful feature representations. Then, the
encoder is frozen, and a trainable classifier head is added to
the top of the encoder. The whole model is fine-tuned in
a supervised manner with a small amount of labeled data.
This two-stage process enables the model to first capture
generalizable features from the large-scale unlabeled data and
then specialize its learning to the specific task using limited
labeled data. Self-supervised learning has been widely applied
in computer vision (CV) and natural language processing
(NLP) tasks [4], [5], [6], [7], greatly reducing the performance
gap with supervised methods. Its success in these domains
demonstrates its potential to build robust models in scenarios
with limited labeled resources.

Inspired by the image enhancement in CV, a few recent
studies apply augmentation techniques to the time-series data
and use the transformed data as the supervisory signals [8],
[9], [10], [11], [12], [13]. For instance, multi-task SSL [8]
applies a set of signal transformations to time-series inputs
and feeds the original signals with the transformed signals
into the model. A group of binary classification tasks are
performed to train the encoder in the pretraining stage. This
demonstrates the effectiveness of self-supervised learning for
HAR. These studies have paved the way for understanding
how to leverage the richness of unlabeled data in a domain
characterized by temporal dynamics, multisensory inputs, and
complex human behaviors. However, unlike static images or
discrete text data, time-series data in HAR have intrinsic
temporal dependencies and contextual nuances that demand
specialized treatment, which lacks explorations from the above
work. Moreover, in the field of CV, it has been empirically
shown that semantic information of original data is invariant
to some augmentation methods [7], [14]. However, it is unclear
whether augmentations on time-series data would preserve or
undermine the semantic information.

Additional work attempts to exploit the temporal relation-
ship among the sequence of timestamp signals [15], [9].
However, these studies exclusively concentrate on timestamp-
level prediction, predicting future timestamps based on the
preceding ones. While being valuable in capturing short-term
dependencies and immediate temporal patterns, this approach

may miss the broader context of activities that are defined by
more extended and intricate temporal dynamics.

To address the limitations of traditional methods with
timestamp-level predictions, we propose TCLHAR, a novel
self-supervised learning framework that takes advantage of the
temporal adjacency among time windows to generate better
feature representations for time-series data. The design of
TCLHAR is motivated by the need to capture temporal depen-
dencies in time-series data and leverage contrastive learning
for self-supervised representation learning. Human activities
are sequential, and using temporal co-occurrence relationships
between time windows helps capture these dynamics more
effectively. Contrastive learning, via the InfoNCE loss, max-
imizes the similarity between positive pairs (adjacent time
windows) while minimizing it for negative pairs, ensuring that
learned representations are robust and generalizable.

The main contributions of this paper include:
1) We propose a novel self-supervised learning framework,

namely Temporal Contrastive Learning in Human Ac-
tivity Recognition (TCLHAR). To our knowledge, it is
the first framework in HAR utilizing the temporal co-
occurrence relationship among adjacent time windows
to construct meaningful positive pairs. By extending
the focus beyond individual timestamps, this framework
aims to encapsulate a more nuanced understanding of
activities as dynamic processes evolve over time.

2) We introduce a cross-modality fusion encoder based on
a convolutional neural network (CNN) that combines
cross-channel interactions of each sensor modality with
a global fusion of features from different sensors. The
encoder is composed of individual subnets and a merg-
ing subnet. The individual subnets independently extract
features from each sensor, and the merging subnet
is utilized for feature fusion. This architecture allows
the model to analyze each sensor modality’s distinct
characteristics and leverage the correlations between
different modalities to synthesize a more robust feature
set, enhancing the overall performance.

3) We conduct extensive experiments on three public HAR
datasets, including MobiAct [16], UCI-HAR [17], and
USC-HAD [18], to compare our framework with several
self-supervised learning benchmarks models on HAR.
We also conduct ablation studies on the impact of
multimodal fusion and the encoder pretraining task.

The paper is organized as follows. Section II provides
an overview of existing representation learning and self-
supervised learning studies for HAR. In Section III, we
introduce our proposed self-supervised representation learning
framework, i.e., TCLHAR. We present in Section IV our
experiments, evaluating our framework on publicly available
datasets. Finally, we conclude the paper and point out future
research directions in Section V.

II. RELATED WORK

In this paper, we address the meaningful representation
learning for HAR, utilizing the temporal contrastive learning
technique. In what follows, we introduce some important
existing work in this field.
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A. Representation Learning

Feature extraction and feature engineering play a critical
role in HAR. Existing feature extraction techniques mainly in-
volve hand-crafted feature design and representation learning.
Hand-crafted feature design requires expert knowledge and
uses heuristic features, such as mean and standard deviation in
the time domain and frequency features extracted via Fourier
transformation [3], [19]. These traditional methods provide
a controllable and understandable way to create features,
but they often rely heavily on domain expertise and can be
laborious to develop. Inherent limitations of this technique
include the dependency on data modality and data structure,
requirements of task-specific knowledge and feature extrac-
tion, and relatively poor performance.

In contrast, representation learning takes advantage of deep
learning networks to automatically learn the representations of
raw data in a supervised or unsupervised manner. Supervised
learning models for HAR have been widely developed and
achieve promising performance [1], [3], [20], [21]. They excel
in capturing complex patterns and relations in data, enabling
more robust and accurate activity recognition. Existing unsu-
pervised learning models use autoencoder networks to extract
features, such as restricted Boltzmann machines (RBM) [22]
and CNN [23]. Utilizing unlabeled data offers a cost-effective
and scalable solution, opening new avenues for leveraging
vast amounts of unannotated sensory data. These unsupervised
learning models use unlabeled data to pretrain the encoder. The
learned features from the frozen encoder become inputs of the
classifier in the downstream task, such as activity recognition.

Recently, self-supervised learning, a branch of the unsuper-
vised learning technique, has raised a lot of interest and shown
great success in multiple fields such as CV [24], [25], [26] and
NLP [27], [28], [29]. Self-supervised learning is a technique
extracting meaningful features from unlabeled raw data by
pretraining the encoder in a certain pretext task that utilizes
the inherent data relationship as the supervisory signals. The
design of the pretext task is of the utmost importance, which
decides the learned knowledge of the raw data and profoundly
affects the performance of downstream tasks. Some examples
of pretext tasks include predicting rotation of images [24],
predicting relative positions of image patches [25], and recon-
structing masked patches [26] in CV, as well as predicting
next words [27], [28] and reconstructing masked words [29]
in NLP.

B. Self-supervised Learning in HAR

Recently, a few studies have introduced self-supervised
learning to HAR and demonstrated its promising performance
[23], [10], [30], [12]. In [23], the impacts of different fea-
ture representation techniques, including statistical features,
distribution-based representation, and several autoencoder-
based unsupervised representations, on the classification per-
formance have been compared. It shows that autoencoder-
based methods achieve comparable performance with the
supervised learning model. In [8], a multi-task self-supervised
model has been proposed to learn sensor representations and
predict human activities. Multiple independent classification

heads are used to predict which transformation is applied to the
inputs. Similarly, a recent study named CSSHAR [10] applies
different transformations to the raw data and constructs the
positive pair with two samples transformed from the same
data and the negative pair with samples from different data.
A transformer encoder is trained to make the positive samples
close and negative ones apart in the latent space.

To address the issue of false negative pairs, CluterCLHAR
[12] is proposed, which clusters the representations of samples
and only constructs negative pairs from different clusters.
Similarly, a dynamic temperature scaling method is proposed
in [13] to alleviate the problem of false negative pairs. These
methodologies showcase novel strategies to refine the training
process, enhancing the robustness and precision of the learned
models.

Although the aforementioned studies show the feasibility
of rendering decent performance by applying self-supervised
learning to time-series data, they omit the temporal relation-
ship among time-series data since the temporal dynamics of
human activities can offer rich information for learning. In
[15], the mask reconstruction is adopted as the pretext task
similar to the BERT model [29], which randomly masks out
several timestamp readings of the raw data and pretrains
the encoder to reconstruct the masked-out positions. Instead
of predicting the timestamps in the original data space, the
contrastive predictive coding (CPC) framework is introduced
to HAR in [9]. The CPC first inputs a sequence of timestamp
signals in a time window, encodes the raw data at each
timestamp to the latent space, and then uses the recurrent
neural network (RNN) to generate a context vector that is
utilized to predict the future timestamps in the latent space.

Unlike CPC using timestamp-level prediction in one
time window, our self-supervised learning framework named
TCLHAR improves the performance of temporal contrastive
learning in HAR from two perspectives. First, instead of in-
putting one time window, our framework accepts multiple time
windows as inputs and encodes them to conduct time-window
level contrastive learning. This is because different activities
are more distinct with respect to their timestamp sequences
rather than just certain timestamps. This novel approach allows
the model to capture intricate temporal patterns and variations,
leading to a more nuanced understanding of human activ-
ities. Second, regarding the selection of time windows, we
perform temporally adjacent sampling to select positive pairs
of time windows and construct negative pairs like SimCLR
[5]. This design helps to learn meaningful representations and
increases the number of positive and negative pairs beneficial
to the diversity of the inputs. By increasing the diversity
and complexity of the input samples, this technique enriches
the learning process and amplifies the ability to distinguish
between different activities.

III. METHOD

This section introduces TCLHAR, our proposed self-
supervised learning framework that fully utilizes unlabeled
time-series data for HAR. Unlike commonly-used end-to-
end learning schemes that utilize labeled data to train the



4

Weights Frozen

InfoNCE
Loss

Cross
Entropy

Loss
Frame X*Labeled

Dataset

Label

Repel
Attract

Temporally
 Adjacent

Fine-tuning Stage

1D
 C

N
N

BatchN
orm

D
ropO

ut

R
eLU

3x
3x

1D
 C

N
N

BatchN
orm

D
ropO

ut

R
eLU

2D
 C

N
N

BatchN
orm

D
ropO

ut

R
eLU

Flatten

3x

X
(1)

X
(K)

......

Cross-modality Fusion Encoder

Output
Layers

Pretraining Stage
Cross-modality Fusion 

Encoder

X
(1)

X
(K

)

......

3x

Output
Layers

1D
 C

N
N

BatchN
orm

D
ropO

ut
R

eLU

1D
 C

N
N

BatchN
orm

D
ropO

ut
R

eLU
3x

3x

Flatten

2D
 C

N
N

BatchN
orm

D
ropO

ut
R

eLU

Frame X

Frame X*Clip1

Frame Z

Frame Z*
Clip2

Fig. 1: The overview of our TCLHAR framework. The cross-
modality fusion encoder is trained in the pretraining stage and
applied in the fine-tuning stage.

encoder and classifier simultaneously, TCLHAR decomposes
the learning process into two stages, the pretraining and fine-
tuning stages. The goal of the pretraining stage is to train
an encoder that generates meaningful feature representations
of inputs in a pre-defined pretext task with unlabeled data.
In the fine-tuning stage, we transfer and freeze the weights
of the encoder from the pretraining stage. Then we train a
classifier, such as a multi-layer perceptron (MLP), following
the encoder with labeled data to perform activity recognition.
Rather than training the whole model in a fully supervised
manner, TCLHAR only requires a smaller amount of labeled
data because the encoder is well trained, and high-quality
representations are obtained in the pretraining stage.

Figure 1 presents the overview of the TCLHAR framework.
There are four major components in the pretraining stage:
a contrastive loss function, temporally adjacent sampling,
a cross-modality fusion encoder, and neural network based
output layers, which will be introduced in Sections III-A, III-
B III-C. The procedure of the fine-tuning is briefly introduced
in Section III-D.

For the rest of this paper, vectors are represented by bold
lower-case letters (e.g., x and y), while bold upper-case letters,
such as X and Y, denote matrices and arrays. For a vector
x, the i-th element is represented by xi. We use calligraphic
letters to denote sets such as X and Y , while |X | denotes the
cardinality of X .

A. Contrastive Loss and Mutual Information

We select InfoNCE loss [31] as our objective function
in the pretraining stage, which has shown success in other
self-supervised learning frameworks [5], [6]. We choose the
InfoNCE loss function also because of its strong theoretical
foundations in maximizing mutual information between posi-
tive pairs of samples while ensuring that negative pairs remain
dissimilar. In the context of time-series data for HAR, this is
particularly effective because temporally adjacent frames often
contain shared activity information, and the goal is to learn a
representation that captures this co-occurrence.

Let x ∈ RT×S represent the input sensor data, where T
denotes the number of time steps and S is the dimensionality
of the sensor data. Then, N positive pairs are the observations
following the joint distribution

(
{xi,x

′
i}Ni=1

)
∼ p (x,x′), such

as different channels of an image [32] and different augmen-
tations of a signal [10] in practice, while negative pairs are
sampled from the marginal distributions, i.e., ({xi,x

′
j}i̸=j) ∼

p(x)p(x′).
The corresponding representation of the input xi through

the encoder f(·) is hi = f(xi), and the outputs of output
layers g(·) are zi = g(hi). The InfoNCE loss of the positive
pair (zn, z′n) is given by

Ln(zn, z
′
n) = − log

exp
(

sim(zn,z
′
n)

τ

)
∑2N

j=1 1[j ̸=n] exp
(

sim(zn,z′
j)

τ

) , (1)

where 1[.] is an indicator function to compute the loss of the
negative pairs, τ is the temperature parameter controlling the
degree of discrepancy among similarity scores, and sim(u,v)
is the similarity score evaluated by the cosine distance and
defined as

sim(u,v) =
uTv

||u||2||v||2
. (2)

Therefore, the total loss of N input pairs is given by

LNCE =
1

2N

N∑
n=1

(Ln(zn, z
′
n) + Ln(z

′
n, zn)). (3)

If we define

hθ(x,x
′) = exp

(
sim(g(f(x)), g(f(x′)))

τ

)
, (4)

the loss can be simplified as

Ln(xn,x
′
n) = − log

hθ(xn,x
′
n)∑2N

j=1 1[j ̸=n]hθ(xn,x′
j)
. (5)

By minimizing the InfoNCE loss, we obtain the optimal
value of hθ(x,x

′), which is proportional to the density ra-
tio between the joint distribution p(x,x′) and the product
of marginal distributions p(x)p(x′), where θ represents the
trainable weights of encoder and output layers [33], [34]. The
relationship is given by:

hθ(x,x
′) ∝

p(x,x′)

p(x)p(x′)
, (6)

which connects LNCE with mutual information of input vari-
ables I(x;x′). Specifically,

I(x;x′) ≥ log(2N)− LNCE. (7)

The proof of the inequality can be found in [34]. This
indicates that minimizing the InfoNCE loss gives a tighter
lower bound on the mutual information I(x;x′). Moreover, it
is also beneficial to increase the number of negative pairs and
thus to increase the amount of shared information between two
random variables, which will be empirically demonstrated in
our ablation experiments.
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B. InfoMin Principle and Temporally Adjacent Sampling

In contrastive learning, we create positive pairs (e.g., two
related signals) and negative pairs and learn an encoder
such that features of positive pairs are similar to each other
and features of negative pairs are distant from each other.
Usually, two signals with a spatial, temporal, or transformed
relationship can form positive pairs.

Given the relationship between the InfoNCE loss and the
mutual information of inputs I(x;x′) shown in (7), the amount
of information shared by x and x′ decides the lower bound
of the InfoNCE loss. Therefore, how to construct the positive
pairs profoundly affects the effectiveness of representations
and the performance in the downstream task. Furthermore,
the optimal positive pair should satisfy the InfoMin principle
introduced in [32]. Specifically, optimal positive pairs are
supposed to share minimal information necessary for the
downstream task. Formally, a proposition is given as follows.

Proposition 1 (InfoMin Principle): Suppose the represen-
tations and outputs in the contrastive learning are lossless
in terms of the mutual information, i.e., I(x;x′) = I(h;h′) =
I(z; z′). Given a downstream task T with label y, the optimal
positive pairs of the original data x̃ for task T are (x∗,x′∗) =
argminx,x′ I(x;x′), subject to I(x;y) = I(x′;y) = I(x̃;y).

This proposition succeeds in analyzing the effectiveness
of augmentations on images, where strong and task-relevant
augmentations reduce mutual information and improve the
performance of the downstream task. However, there is limited
literature on the augmentations on time series [35], [36], [37],
and whether those augmentations undermine the task-relevant
mutual information is unknown, i.e., I(x;y) = I(x′;y) =
I(x̃;y) may not stand.

Therefore, unlike existing studies, such as [10], that apply
different augmentations to the same input to construct positive
and negative pairs, we adopt temporally adjacent sampling and
propose a temporal contrastive learning (TCL) algorithm for
the pretraining stage, as shown in Algorithm 1.

Specifically, assume there are K different sensor modalities,
such as accelerometers and gyroscopes. The k-th sensor has
Sk channels. S =

∑K
k=1 Sk denotes the total number of chan-

nels. The input signal vector at timestamp t, consisting of sig-

nal samples from S channels, is x̃t =
[
x̃
(1)
t , x̃

(2)
t , ..., x̃

(S)
t

]T
,

where (·)T denotes the transpose operator. Then, we have the
unlabeled sensory readings D = {D1,D2, ...,DU} for the
self-supervised training.

In Algorithm 1, we first segment the raw data Di into a
series of T -length frames with 50% overlapping, where T is
the number of timestamps. As a result, a frame can be denoted
by a T×S matrix x̃i = [x̃1, x̃2, ..., x̃T ]

T . We apply temporally
adjacent sampling to those frames to construct positive and
negative pairs. Specifically, we bundle M temporally consec-
utive frames into one clip {x̃i}Mi=1 with shape M × T × S
and suppose we have N clips. Since M frames in one clip are
temporally adjacent, M is the parameter deciding the range
of similarity. We randomly sample two frames xn and x′

n

from the n-th clip as a positive pair. To construct the negative
sample for frame xn, a frame is randomly selected from the
remaining (M − 1) clips. Then, with the constructed positive

Algorithm 1: Temporal Contrastive Learning (TCL)
Input: unlabeled signals D = {D1,D2, ...,DU};

encoder f(·); output layers g(·); batch size N ;
frame length T ; clip size M

Output: encoder network f(·)

define Ln(zn, z
′
n) = − log

exp

(
sim(zn,z′n)

τ

)
∑2N

j=1 1[j ̸=n] exp

(
sim(zn,z′

j
)

τ

) ,

where sim(u,v) = uTv
||u||2||v||2 ;

for Di ∈ D do
Segment Di along channels into T -length frames
{x̃1, ..., x̃M , ...};

Bundle every consecutive M frames into one clip
{x̃i}Mi=1;

end
for n ∈ {1, 2, ..., N} do

Sample adjacent frames xn and x′
n from clip Cn,

(xn,x
′
n) ∼ p(x,x′);

zn = g(f(xn));
z′n = g(f(x′

n));
LNCE ← 1

2N

∑N
n=1(Ln(zn, z

′
n) + Ln(z

′
n, zn));

Minimize LNCE to update f(·) and g(·);
end

and negative pairs, the InfoNCE loss is calculated by (1) and
back propagated to update the model parameters.

Since xn and x′
n are sampled from the original data and

no augmentation is applied, I(x;y) = I(x′;y) = I(x̃;y) is
guaranteed. Moreover, the downstream task, namely human
activity recognition, requires the model to correctly recognize
the activities with respect to frame data with various starting
timestamps. In that sense, our positive pairs throw out the triv-
ial temporal information and reduce I(x;x′), while preserving
all the information needed in the downstream task. As a result,
Algorithm 1 takes advantage of the temporal co-occurrence
relationship among neighboring frames of time-series data and
makes a pair of temporally adjacent positive frames close in
the embedding space and a pair of negative ones far away.

C. Cross-Modality Fusion Encoder and Output Layers
Encoders are to convert inputs to meaningful feature repre-

sentations and shared in two stages. To achieve better cross-
modality fusion for HAR applications that usually involve
multi-modality sensors, our encoder consists of individual
subnets for input denoted by x

(k)
n of each sensor modality

with shape T ×Sk, and a single merging subnet for outputs of
K individual subnets. Individual subnets are used to extract
local features along each sensory channel, while the merging
subnet is to merge the channel-wise features and extract the
cross-modality features.

Specifically, an individual subnet consists of three convolu-
tion layers with 1D filters of kernel size 3 and stride 1. Each
convolution layer is followed by a batch normalization layer, a
ReLU activation layer, and a dropout layer. We apply “SAME”
padding in the convolution layers to keep the first dimension
of the input unchanged. Through each individual subnet, the
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output is of shape T × C, where C is the number of kernels
of the last convolution layer.

The outputs of individual subnets are concatenated, so the
input of the merging subnet is of shape K×T ×C. To extract
the cross-modality features, we adopt three 2D convolution
layers with (K, 3) filters followed by batch normalization and
dropout layers. The output of the merging subnet is flattened
before it is passed to the output layers.

As a result, the encoder f(·) maps the initial time-series
signal xn and x′

n into embeddings hn = f(xn) and h′
n =

f(x′
n), where hn,h

′
n ∈ Rd.

The pretraining and fine-tuning stages both have output
layers. However, output layers behave differently in two stages.
Output layers in the pretraining stage are used to reduce
the dimensions of the features for efficiently computing the
contrastive loss, while the output layers in the fine-tuning stage
are trained to predict the activity classes. An MLP with one
hidden layer is used in both stages to obtain zn = g(hn) =
W (2)ReLU(W (1)hn), where ReLU is the activation function.

D. Fine-tuning
The fine-tuning stage is application-specific and requires

a relatively small amount of labeled data for supervised
learning. Suppose we have a set of labeled data for HAR
X = {x̃1, x̃2, ..., x̃N} with labels Y = {y1,y2, ...,yN},
where (x̃i,yi) is a tuple of frame data and the corresponding
label and yi ∈ RE is the one-hot vector denoting the ground
truth in E activities.

After being pretrained with unlabeled data, the encoder is
frozen and reused in the fine-tuning stage. In the fine-tuning
stage, a new MLP g′(·) is added to the encoder and trained
with available labeled data in a supervised manner. Given an
input Xi, the prediction can be given as

ŷi = σ(g′(hi)), (8)

where hi = f(x̃i) is the feature representation of x̃i and σ(·)
is the softmax function [38].

Finally, the weights of the MLP are updated by the cross
entropy loss function as

LCE = −
B∑
i=1

E∑
j=1

1
[y

(j)
i =1]

log(ŷi
(j)), (9)

where B is the training batch size.

E. Computational Cost and Model Deployment
For the HAR task, the model will be deployed in real-world

wearable devices that typically have limited computational
resources and batteries. Thus, in this section, we discuss
the computational cost and the model deployment of our
TCLHAR framework.

Training the TCLHAR model involves two stages: pre-
training with unlabeled data and fine-tuning with labeled
data. The pretraining stage is computationally intensive but
can be performed in the central server with powerful com-
putational resources. Fine-tuning requires significantly fewer
computational resources and can be adapted to run on standard

TABLE I: Experimental dataset comparison. Acc. and Gyro.
denote accelerometer and gyroscope, respectively.

Dataset # of
Subjects

# of
Activities

Sampling
Rate

Sensor
Placement

Sensor
Modality

MobiAct 61 11 200 pocket Acc. &
Gyro.UCI-HAR 30 6 50 waist

USC-HAD 14 12 100 right hip

hardware. Our framework processes data in real time with min-
imal latency, making it suitable for real-time human activity
recognition.

Our TCLHAR framework includes a cross-modality fu-
sion encoder consisting of individual subnets for each sensor
modality and a merging subnet. The encoder utilizes three
1D convolution layers in each individual subnet and three 2D
convolution layers in the merging subnet, which are compu-
tationally efficient compared to more complex architectures.
The model size is relatively small, ensuring that it can be
stored and executed on devices with limited storage capacity.
Additionally, the modular design of TCLHAR allows for easy
adaptation to different sensor modalities and configurations,
ensuring scalability and customization for various deployment
environments.

IV. EXPERIMENTS

Following the common evaluation protocol in the self-
supervised learning [10], [23], we mainly evaluate the ef-
fectiveness and superiority of our TCLHAR framework by
freezing the parameters of the encoder trained in the pretrain-
ing stage and training a simple classifier on top of it. We
conduct experiments in supervised, self-supervised, and semi-
supervised settings.

A. Datasets
We conduct several experiments on the public HAR

datasets, where each measurement data is from an accelerom-
eter and a gyroscope, i.e., K = 2 and S = 6. There are several
reasons to adopt these two sensor modalities. First, these sen-
sors are widely installed in various portable devices, such as
smartphones and wearable devices. The sensory data are easily
and cheaply accessible, even in real-time scenarios. Moreover,
these sensors are representative and proved to accomplish the
HAR task well in existing studies [10]. It is worth mentioning
that our TCLHAR framework is independent of the sensor
type and can be easily generalized to other time-series data.

Datasets in the experiments include MobiAct [16], UCI-
HAR [17], and USC-HAD [18]. They encompass a range of
sensor placements, sensor types, noise environments, subjects,
activity types, and experimental protocols with smartphones
and wearable devices. The comparison of the datasets is given
in Table I.

MobiAct. The MobiAct dataset [16] comprises data col-
lected from the inertial sensors of a Samsung Galaxy S3
smartphone, including an accelerometer, a gyroscope, and an
orientation sensor, sampled at 200 Hz. The random orientation
and placement in a trouser pocket simulate daily usage, intro-
ducing natural variability and noise. The dataset contains 4
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types of falls and 12 different daily activities from 66 subjects
of varying ages, weights, and heights. We use 11 activities
of daily life performed by 61 subjects in our experiments,
including standing, jogging, walking, jumping, stairs up, stairs
down, stand to sit, sitting on chair, sit to stand, car step in and
out.

UCI-HAR. The UCI-HAR dataset [17] consists of sensory
data from 30 subjects, collected using a waist-mounted Sam-
sung Galaxy S2 smartphone equipped with an accelerometer
and a gyroscope, sampled at 50 Hz. The sensor signals are pre-
processed by applying noise filters to reduce environmental
noise. Six different activities are performed: standing, sitting,
laying down, walking, stairs up and down.

USC-HAD. The USC-HAD dataset [18] comprises mea-
surements from an inertial measurement unit (IMU) that in-
cludes a 3-axis accelerometer, a 3-axis gyroscope, and a 3-axis
magnetometer, sampled at 100 Hz. The IMU device is worn at
the front right hip and transmits data via a wired connection,
minimizing wireless transmission noise and providing high-
fidelity motion data. The raw data are generated from 14
subjects performing 12 different activities, including walking
forward, walking left and right, stairs up, stairs down, running,
jumping, sitting, standing, sleeping, elevator up and down.

For a rigorous comparison, we employ similar data prepro-
cessing techniques as in [10]. Specifically, we first downsam-
ple the raw time-series data to 50 Hz, which is the lowest
sampling rate among those for the experimental datasets. The
downsampled data are segmented into 50% overlapping frames
with a 1-second length. That renders the frame matrix X
of shape 50 × 6. All frames are partitioned into training,
validation, and testing splits based on the subjects, resulting
in the data of a subject appearing in one split only. For all
datasets, we allocate 20% of the subjects’ data to the testing
split, 20% of the remaining subjects’ data to the validation
split, and use the rest for the training split.

B. Experiment Setup

To evaluate the performance and effectiveness of our
TCLHAR framework, we conduct several experiments, in-
cluding downstream activity recognition, supervised learning,
and semi-supervised learning, to compare ours with several
self-supervised learning models. In the downstream activity
recognition, encoders are trained with unlabeled data in the
pretraining stage and frozen in the fine-tuning stage, while
encoders in the supervised learning experiments are directly
trained with labeled data. Semi-supervised learning experi-
ments are designed to evaluate the performance of models on
small-size labeled data. Several benchmark methods compared
include Multi-task SSL [8], CAE [23], Masked Reconstruction
(MR) [15], CPC [9], CSSHAR [10], ClusterCLHAR [12], and
Dynamic Temperature [13].

We adopt the mean F1 score as the metric that is less af-
fected negatively by the imbalanced class distribution. Specif-
ically, the mean F1 score is given by

F1 =
2

|c|
∑
c

pc × rc
pc + rc

, (10)

where |c| denotes the number of classes and pc and rc
represent the precision and recall of the class c, respectively.
We present the mean F1 score in percentage format throughout
the paper, i.e., in the range of 0%− 100%. A higher F1 score
represents better learning performance.

C. Implementation Details
We use ADAM [39] as our optimizer with the initial

learning rate 0.001, β1 = 0.9, β2 = 0.009, and ϵ = 10−7.
The encoder is shared in both stages, which consists of two
individual subnets and a merging subnet. Each individual
subnet adopts three 1D convolution layers with the number of
kernels 32, 64, and 128, respectively. The merging subnet uses
three 2D convolution layers with 128, 128, and 256 kernels,
respectively.

Temporal contrastive learning in pretraining. For the
representation learning, we choose M = 10 frames as one clip,
which renders the best performance, and set the batch size to
128. The training epoch is set to 6,000 and the unlabeled data
for 80% of the subjects in each dataset are used in the training.
The temperature τ in the InfoNCE loss is set to 1. The output
layers include three fully connected layers with 256, 128, and
128 neurons, respectively.

Downstream activity recognition. Minimizing the cross
entropy loss is the objective function in the downstream task.
The number of epochs is set to 200. The training batch size
is 256 for MobiAct, 256 for UCI-HAR, and 128 for USC-
HAD, respectively. An MLP head with three fully-connected
layers is added to the top of the pretrained encoder. We also
apply the early stopping technique and save the model with
the least validation loss. We report the mean F1 score for
the downstream activity recognition. The results shown are
averaged from five runs of experiments with different random
seeds.

D. Results
1) Performance in Activity Recognition: Although the self-

supervised learning framework always includes the pretraining
stage, learning the feature representation, and fine-tuning stage
adaptive to the downstream task, there is no uniform and
established evaluation criterion for the representation learning.
Therefore, we compare our TCLHAR framework with the
aforementioned self-supervised learning methods in terms of
mean F1 score in the downstream task, i.e., HAR. Specifically,
we first pretrain the encoder in a contrastive learning manner
on a dataset and then train a classifier on top of the frozen
encoder with the labeled data from the same dataset.

Furthermore, we compare with supervised baselines, in-
cluding Challa et al. [40], DeepConvLSTM [1], Supervised
CSSHAR, the supervised version of the CSSHAR method, and
Supervised TCLHAR using the same architecture as ours in
the self-supervised learning but trained in a supervised manner.
Including both supervised and self-supervised benchmarks
provides a comprehensive view of the proposed method’s per-
formance, capturing insights into how it stands relative to both
traditional supervised models and self-supervised strategies.
Table II lists the mean F1 scores of experimental models.
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TABLE II: Mean F1 score (%) comparison in activity recog-
nition. SL and SSL denote supervised learning and self-
supervised learning models, respectively.

Method Type MobiAct UCI-HAR USC-HAD
DeepConvLSTM [1] SL 82.40 82.83 44.83
Supervised CSSHAR [10] SL 83.92 95.26 60.56
Challa et al. [40] SL - 97.14 -
Supervised TCLHAR SL 89.35 97.48 69.61
Multi-task SSL [8] SSL 75.41 80.20 45.37
CAE [23] SSL 79.58 80.26 48.82
MR [15] SSL 76.81 81.89 49.31
CPC [9] SSL 80.97 81.65 52.01
CSSHAR [10] SSL 81.13 91.14 57.76
ClusterCLHAR [12] SSL - 92.63 58.85
Dynamic SSL 82.02 93.00 56.47Temperature [13]
TCLHAR (ours) SSL 86.88 95.30 64.78

In terms of performance in a supervised learning manner,
our Supervised TCLHAR outperforms Supervised CSSHAR
and DeepConvLSTM by significant margins. Ours achieves
5.43%, 2.22%, and 9.05% improvements in comparison with
Supervised CSSHAR on MobiAct, UCI-HAR, and USC-
HAD, respectively. In comparison with DeepConvLSTM, our
framework gains 6.95%, 14.65%, and 24.78%, respectively.
Even compared with the state-of-the-art Challa et al. [40],
ours achieves better performance. This indicates that designing
the individual convolution subnets for each sensor modality
can achieve better performance in comparison with the single
convolution subnet of DeepConvLSTM, especially for a cross-
modality application like HAR. The architecture, specifically
engineered for handling diverse sensor data, leads to a more
nuanced and accurate understanding of human activities. We
will conduct more analyses of the impact of individual con-
volution subnets in the ablation study.

For self-supervised models, our TCLHAR achieves the best
mean F1 score and outperforms all self-supervised learning
benchmark methods on all three datasets. Improvements from
our framework are significant for MobiAct, UCI-HAR, and
USC-HAD by 5.75%, 4.16%, and 7.02%, respectively. The
leading performance on all three datasets indicates the ef-
fectiveness of our temporal contrastive learning in captur-
ing the co-occurrence relationship among neighboring frames
and affirms the versatility and generalizability of TCLHAR
in handling various sensor configurations and environmental
conditions, ensuring reliable human activity recognition across
different real-world scenarios.

Comparing Supervised TCLHAR with TCLHAR and Su-
pervised CSSHAR with CSSHAR, we can see that self-
supervised models always perform worse than the supervised
learning models, which can also be seen in existing studies
[8], [10], [9]. It is reasonable since the trainable parameters
in the self-supervised model are fewer. This limitation reflects
the trade-off between reducing dependency on labeled data
and potential performance reductions. It is worth noting that
our TCLHAR achieves comparable or better performance
with respect to the supervised models. Especially, our self-
supervised model outperforms DeepConvLSTM by a great
margin, which demonstrates the advantage of self-supervised

learning.
2) Semi-supervised Learning: In practice, data collection

from a great number of users who produce and own private
data is troublesome due to privacy concerns and information
safety. Furthermore, data segmentation and annotations are
also tedious and expensive. Therefore, HAR systems should
adapt to small-size labeled data in practice.

Experiment settings. We conduct semi-supervised learn-
ing experiments to show the effectiveness of our TCLHAR
framework when very limited labeled data are accessible.
Specifically, for each dataset, we use all the data without labels
to pretrain the encoder in a contrastive learning manner. In the
downstream task, the weights of the encoder are frozen, and a
trainable classifier head is added. Randomly sampled data with
a number of k ∈ {1, 2, 5, 10, 25, 50, 100, 200, 250, 300, 400}
per class are used for the training and ⌈k/4⌉ for the validation.
For example, the amount of training data for six activities
from UCI-HAR is 60 in total when k = 10. However, the
testing split still consists of the data for 20% of the subjects
from the entire dataset despite the changes in the training and
validation splits, which is consistent with practical scenarios.
The proportion of training data is in the range of 0.02%−5.7%,
0.36%−14.50%, and 0.17%−6.7% for MobiAct, UCI-HAR,
and USC-HAD datasets, respectively.

We compare TCLHAR with Supervised TCLHAR and
Random TCLHAR, where Random TCLHAR adopts the same
architecture as TCLHAR, but its encoder is randomly initial-
ized and frozen. We report the averaged results for each k in
10 trials. The curves of the averaged mean F1 score versus k
for MobiAct, UCI-HAR, and USC-HAD are shown in Figure
2.

We can see that on all datasets, our self-supervised learning
model, TCLHAR, achieves the best performance when k is
extremely small. For example, our TCLHAR has about 30%
and 65% F1 score improvements over Random TCLHAR and
Supervised TCLHAR, respectively, when the training samples
per class are fewer than 100 on UCI-HAR. When k ≤ 50
on MobiAct, our TCLHAR achieves about 15% performance
improvement in comparison with Supervised TCLHAR and
Random TCLHAR. In the extreme case of k = 1, our
TCLHAR framework can produce an F1 score larger than
55%, much better than the supervised learning model with 200
times more training data on UCI-HAR. This demonstrates the
great benefits obtained from our temporal contrastive learning
and the superiority of self-supervised learning in scenarios
with scarce labeled data.

As the volume of training samples increases to a certain
level, Supervised TCLHAR eventually outperforms TCLHAR,
although the required amount of data varies with the dataset.
For example, the supervised learning model outperforms
TCLHAR on USC-HAD with a small margin when k =
50. However, when k = 50 on UCI-HAR, TCLHAR
achieves about 70% performance improvement over Super-
vised TCLHAR. They achieve comparable performance until
k reaches 400. It shows that our self-supervised learning model
can render consistent and predictable performance on different
datasets. In contrast, supervised learning models are highly
volatile on different datasets when the same amount of data is
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Fig. 2: Performance comparison when limited labeled data are available. Random TCLHAR and Supervised TCLHAR are
trained with the labeled data in a supervised manner. TCLHAR is pretrained with all the unlabeled data and then fine-tuned
with the labeled data.

available. The performance of the supervised learning models
is no more than 5% over their self-supervised counterparts on
both MobiAct and UCI-HAR when k = 400.

Unlike TCLHAR, which consistently performs better than
Random TCLHAR, Supervised TCLHAR is highly volatile.
For example, the F1 score of Supervised TCLHAR on UCI-
HAR is stuck around 25% when the number of available
samples per class k ≤ 250, which is worse than Random
TCLHAR. This is because the supervised learning model is
quickly overfitted in one or two epochs, leaving it in the local
minimum. In contrast, the F1 score has suddenly rocketed up
to more than 90% when more training data are available. It
also shows the importance of the labeled training data size to
the performance of supervised learning models. In contrast,
self-supervised learning models depend less on the size of
training samples.

In addition, our framework consistently shows more stability
in terms of performance fluctuation among different trials com-
pared with the supervised and randomly initialized models.
For example, Supervised TCLHAR and Random TCLHAR
achieve about 10% and 8% less in F1 score on the UCI-HAR
dataset when k ≤ 100, while the variance of TCLHAR is less
than 1%. This reduced variance indicates the superior gener-
alization capability of the framework, reflecting its stability to
different training sets and its potential for reliable deployment
in various real-world scenarios.

3) Visualization of Representations: Besides evaluating the
quality of representations by comparing the downstream per-
formance, we can visualize the high-dimensional representa-
tions utilizing t-SNE [41]. Visualization techniques like t-SNE
offer an intuitive way to inspect and interpret complex high-
dimensional data, providing insights that numerical evaluations
may overlook. t-SNE is a non-linear visualization technique
that maps high-dimensional data into low-dimensional space
and minimizes the Kullback-Leibler divergence between the
joint probabilities of the low-dimensional embedding and the
high-dimensional data. This creates a visual map where similar
data points are clustered together, making identifying patterns
and relationships within the dataset easier.

The dimension of our representation is 25, 600 in the exper-
iments. This high dimensionality presents challenges in terms
of computational efficiency and interpretation, necessitating
dimensionality reduction. Therefore, we first apply principal
component analysis (PCA) to reduce the dimensions to 256
and then use t-SNE to visualize them in the 2D space.
Representations from TCLHAR and Supervised TCLHAR are
visualized in Figure 3.

Representations with the same label are well clustered and
separable from other classes for both supervised and self-
supervised models. These visualizations highlight the effec-
tiveness of our framework in capturing meaningful and distinct
feature representations. The clear separation of activity classes
in the t-SNE plots demonstrates the stability and generalizabil-
ity of TCLHAR. The two models perform similarly to well
separate among classes and to struggle. For instance, for both
models, decision regions for walking and standing are clearly
separated, while representations from stairs up and stairs down
are greatly overlapped.

E. Ablation Study

1) Multimodal Fusion Analysis: HAR typically involves data
from multiple sensor modalities, making multimodal fusion
essential for effective feature extraction. Multimodal fusion
combines information from diverse sensor sources, thereby en-
hancing the representational power of the model and leading to
a more comprehensive understanding of the underlying human
activities. In this ablation study, we specifically evaluate the
effectiveness of the cross-modality fusion component in our
TCLHAR framework.

Specifically, four settings are considered: Acc, Gyro,
Acc+Gyro (Single), and Acc+Gyro (Individual). In the first
two settings, data only from one sensor modality are used
and the encoder consists of one individual subnet and a
merging subnet. Acc+Gyro (Individual) adopts the encoder
of our TCLHAR. In Acc+Gyro (Single), we replace the two
individual subnets with a single convolution subnet consisting
of the same number of convolution layers with twice the
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Fig. 3: t-SNE visualization of representations. We extract high-dimensional representations from TCLHAR and Supervised
TCLHAR and first apply PCA to reduce the number of dimensions to 256 and then utilize t-SNE to visualize them in 2D
space.

number of kernels to keep the model size comparable. All
encoders are followed by the same classifier head and trained
on the UCI-HAR dataset in a supervised manner. Figure 4
shows the performance using different sensor modalities.
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Fig. 4: Mean F1 score (%) using different sensor modalities
in the supervised learning.

From the results, we can see that the performance on data
of the accelerometer is greatly better than that using only the
gyroscope, achieving 19.08% improvement. This significant
difference underscores the accelerometer’s unique capability
to capture specific aspects of human movement central to
the HAR, setting a foundational understanding of the relative
importance of different sensors.

With more sensor modalities used, the performance benefits
from the multiple sensory feature fusion, improving from
93.38% to 95.66%. This enhancement indicates the com-
plementary nature of the information captured by different
sensors, suggesting that a holistic fusion of multimodal data
leads to a richer and more robust representation of human
activities.

Furthermore, utilizing individual convolution subnets to
each sensory modality achieves better performance over a
single convolution subnet by 1.82%, demonstrating that com-
bining inter-modality and intra-modality feature extraction is
a promising way to achieve better multi-modality fusion.

2) Hyperparameter Evaluation: The hyperparameter settings
of the framework significantly affect the final performance
and are critical to finding the optimal model for the activity

recognition task. We evaluate the impact of two important
hyperparameters in the pretraining stage: the training batch
size and the number of pretraining epochs. We train the
encoder with a different set of hyperparameters and utilize
it for downstream activity recognition.

The pretraining batch size directly influences the number
of positive and negative pairs generated during the pretraining
stage, which in turn impacts the representation of the temporal
co-occurrence relationship among samples. As larger batch
sizes produce more pairs, they increase the diversity of tempo-
ral co-occurrence patterns available for learning. Furthermore,
the InfoNCE loss is also sensitive to the training batch size
since the number of negative pairs, i.e., 2(N − 1), depends
on the size N . To show the effect of pretraining batch size
on downstream task performance, we evaluate the pretraining
batch size N ∈ {64, 128, 256, 512} and results are shown in
Figure 5.

From Figure 5, we can see that the best performance is
obtained when the batch size is 128 for all three datasets.
The downstream performance could be improved by up to
20%. The F1 scores with respect to different batch sizes form
a reverse U shape. Task-relevant information is increasingly
learned as the batch size increases from 64 to 128. However,
noises increase to undermine the quality of representations
when more negative samples are involved in contrastive learn-
ing, which can be seen from the huge performance drop
when N = 512. Interestingly, this observation counters the
empirical results in CV, where a larger batch size consistently
benefits the representation learning [5], highlighting a key
distinction between the learning dynamics of images and time-
series data. This divergence points to underlying differences
in data structure, feature space, and learning process between
these two domains, emphasizing the need for domain-specific
considerations in hyperparameter selection and model design.

The number of pretraining epochs also plays a critical role
in capturing the temporal co-occurrence relationships within
the data. More pretraining epochs allow the model to observe
a greater variety of temporally adjacent positive and negative
pairs, enhancing its ability to learn meaningful representations
of the underlying temporal dynamics of human activities.
We evaluate the number of pretraining epochs from 999 to
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Fig. 5: Downstream task performance with encoders pre-
trained with batch size N ∈ {64, 128, 256, 512}. The optimal
pretraining batch size is 128 in all three HAR datasets.

5,999, where the optimal batch size N = 128 is used. The
performance is shown in Figure 6.
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Fig. 6: Downstream task performance with encoders pre-
trained in different numbers of pretraining epochs.

For UCI-HAR and MobiAct datasets, increasing the number
of pretraining epochs benefits the representation learning and
leads to better downstream task performance. The performance
gap between the highest and lowest scores is less than 3%. This
relatively small variation in performance may indicate stability
in the learning process, where the model’s representations do
not heavily depend on the exact number of pretraining epochs
within this range. It could also suggest that these datasets
have well-defined patterns that can be captured with moderate
pretraining.

However, for the USC-HAD dataset, as the number of
pretraining epochs increases, the quality of representations
degenerates, and the performance decrease could be up to
6.81%. This may be due to the high similarities among some
activities. For instance, the representations of elevator down
and elevator up greatly overlap in the t-SNE visualization
of Figure 3c. These overlapping representations signify the
model’s struggle to differentiate between specific activities,
possibly due to the inherent similarity in their sensory patterns.

V. CONCLUSION AND FUTURE WORK

In this paper, we present a novel self-supervised learning
framework—Temporal Contrastive Learning in Human Activ-
ity Recognition (TCLHAR). This novel approach leverages

temporal co-occurrence among adjacent time windows to
pretrain the encoder, thereby enabling the model to grasp a
more nuanced comprehension of human activities in temporal
sequence. To better utilize multi-sensor measurements, we
introduce a cross-modality fusion encoder that fuses features
from multiple sensor modalities via distinct individual sub-
nets and a specialized merging subnet. Extensive experiments
on supervised, self-supervised, and semi-supervised settings
demonstrate the effectiveness of feature representations and
the superior performance of our framework to existing self-
supervised models.

In the future, the impact of unlabeled data preprocessing,
such as the length of time windows and the downsampling
rate, on the performance can be further explored. Moreover,
more metrics and direct evaluations on feature representations
are needed to unearth the influence of the pretraining stage
and guide the future design of self-supervised learning.

REFERENCES
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