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ABSTRACT
Deep reinforcement learning (DRL) has demonstrated significant

potential in various applications, including gaming AI, robotics, and

system scheduling. DRL algorithms produce, sample, and learn from

training data online through a trial-and-error process, demanding

considerable time and computational resources. To address this,

distributed DRL algorithms and paradigms have been developed

to expedite training using extensive resources. Through carefully

designed experiments, we are the first to observe that strategically

increasing the actor-environment interactions by spawning more

concurrent actors at certain training rounds within ephemeral time

frames can significantly enhance training efficiency. Yet, current

distributed DRL solutions, which are predominantly server-based

(or serverful), fail to capitalize on these opportunities due to their

long startup times, limited adaptability, and cumbersome scalability.

This paper proposes Nitro, a generic training engine for dis-

tributed DRL algorithms that enforces timely and effective boost-

ing with concurrent actors instantaneously spawned by serverless

computing. With serverless functions, Nitro adjusts data sampling

strategies dynamically according to the DRL training demands. Ni-
tro seizes the opportunity of real-time boosting by accurately and

swiftly detecting an empirical metric. To achieve cost efficiency,

we design a heuristic actor scaling algorithm to guide Nitro for

cost-aware boosting budget allocation. We integrate Nitro with

state-of-the-art DRL algorithms and frameworks and evaluate them

on AWS EC2 and Lambda. Experiments with Mujoco and Atari

benchmarks show that Nitro improves the final rewards (i.e., train-
ing quality) by up to 6× and reduces training costs by up to 42%.
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1 INTRODUCTION
Deep reinforcement learning (DRL) has achieved remarkable suc-

cess in various fields, including gaming AI [10, 35, 65, 70], robot-

ics [13, 78], and system scheduling [12, 45, 49, 55]. Unlike supervised

learning, which trains on readily labeled data, DRL algorithms pro-

duce, sample, and learn from fresh training data online through

time-consuming and resource-intensive trials and errors. This pro-

cess presents fundamental challenges for both data sampling and

resource provisioning. A few distributed DRL algorithms and in-

frastructures have been proposed to accelerate training by utilizing

large-scale distributed computing [17, 21, 23, 31, 43, 50, 51, 72].

Existing distributed DRL solutions heavily rely on serverful com-

puting infrastructures (e.g., virtual machines (VMs) or bare-metal

machines), suffering from low learning efficiency when training

with large-scale resources [38]. Specifically, due to the lengthy ini-

tialization and startup overheads, serverful infrastructures fail to

scale promptly at runtime to satisfy DRL algorithms’ dynamic de-

mands for training data and resources [74, 75]. Recent distributed

DRL algorithms [17, 43] and frameworks [38, 39, 77] have been

developed to optimize the training and resource efficiency by par-

allelizing training with large clusters and high-end workstations.

However, existing studies ignore the opportunities to accelerate

DRL training by jointly optimizing training data sampling efficiency

and computing resource provisioning. We are the first to observe

that strategically and timely increasing the volume of data sampled

by DRL actors during specific training periods can drastically ac-

celerate training, which can be supported by existing theoretical

studies on DRL training process [29, 66]. In this paper, we define

the increase of actor-environment interactions via spawning more

concurrent actors as “boosting.” The time frameworks for boost-

ing DRL training are typically ephemeral and unpredictable (§2.3).
However, existing serverful solutions fail to capture such boosting

opportunities due to their long startup times, limited adaptability,

and clumsy scalability.

Thus, we propose Nitro, a generic training engine for DRL with

serverless computing. Nitro is applicable to general actor-learner ar-
chitectures by abstracting actors as lightweight serverless functions

for both on-policy and off-policy algorithms. Serverless functions

are known for their auto-scaling, which allows DRL actors to ad-

just data sampling strategies dynamically according to the training

https://doi.org/10.14778/3696435.3696441
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Figure 1: Actor-learner architectures for distributed DRL
training, including (a) on-policy (synchronous) training and
(b) off-policy (asynchronous) training.

demands. Specifically, we inspect the neural network updates of

learner policy and compute a boosting score by approximating the

Hessian matrix to detect the boosting opportunities. By evaluating

the runtime boosting efficiency at different rounds through DRL

training, we devise a cost-aware heuristic algorithm to guide Nitro
to optimize training efficiency at a minimal resource cost. The main

contributions of this paper are summarized as follows:

• We design Nitro, a generic serverless training engine for

both distributed on-policy and off-policy DRL algorithms

by jointly optimizing training data sampling efficiency and

resource provisioningwith timely and effective DRL boosting.

Nitro is prototyped with AWS EC2 and Lambda.

• We verify the effectiveness and robustness of boosting and

devise a boosting score to detect and quantify the boosting

opportunities in real-time DRL training. We also design a

cost-aware heuristic algorithm to guide the budget allocation

of Nitro through training.

• We evaluate the Nitro prototype by integrating with state-of-

the-art (SOTA) DRL algorithms and frameworks. Extensive

experiments with Mujoco and Atari benchmarks show that

Nitro improves the final reward (i.e., training quality) by up

to 6× and reduces the training cost by up to 42%.

2 BACKGROUND AND MOTIVATION
2.1 DRL Actor-learner Architectures
DRL aims to optimize a policy 𝜋 parameterized with 𝜃 by max-

imizing the expected return. The DRL agent learns to maximize

the cumulative reward 𝐽 (𝜋) := E𝜏∼𝜋
[ ∑𝑛

𝑡=0 𝛾
𝑡𝑟𝑡

]
, where 𝜏 is a tra-

jectory, 𝑟𝑡 is the reward at timestep 𝑡 , and 𝛾 is the discount factor.

Trajectory 𝜏 is a specific data type to describe the training data used

by DRL. One trajectory consists of a series of state-action pairs that

a DRL agent experienced through environment interactions.

Actor-learner architectures are one of the most performant

and efficient large-scale approaches to enable distributed DRL train-

ing [16, 17, 21, 23, 31, 43, 72]. Fig. 1 illustrates the actor-learner

architecture for DRL training workloads. In actor-learner, an agent

is divided into two sub-modules, i.e., one learner and multiple actors.
Each training round consists of two steps: 1) each actor interacts

with a copy of the same environment under the guidance of a policy

and submits the sampled data to the learner, and 2) the centralized

learner computes gradients using the sampled data, updates its
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Figure 2: Boosting Proximal Policy Optimization (PPO) train-
ing in the Hopper environment by increasing the number
of actors from default 1 to 16.⋆ indicates a boostable round,
and × indicates non-boostable rounds for boosting.

policy, and synchronizes the new policy to multiple actors. Though

synchronous (on-policy in Fig. 1(a)) actor-learner training is more

stable [18], recent solutions have shifted to asynchronous (off-policy

in Fig. 1(b)) due to higher sampling efficiency [16, 17, 43].

2.2 Boosting Distributed DRL
Drawing inspiration from actor-learner architectures that separate

the learner and actors, we propose that augmenting the number of

concurrent actors during certain rounds (i.e., bootable rounds) could
accelerate distributed DRL training. We define boostable rounds as

those that have a high potential for achieving large reward gains

and significant data quality improvement, compared to other rounds

when provided with the same budget. Our hypothesis posits that

provisioning a greater number of concurrent actors at boostable

rounds results in an increased volume of data samples, obtained

through interaction with the DRL environment. This potentially

accelerates the learner’s ability to escape local optima traps [29].

To verify this hypothesis, we should address the following three

questions: Q1: Do such boostable rounds exist for accelerating DRL
training? Q2: Why can boosting accelerate the training? Q3: When

do boostable rounds appear, and how do we capture them?

We answer Q1 through a preliminary experiment of ten-round

training with PPO algorithm [63] in the Mujoco [68] Hopper envi-

ronment. Fig. 2 demonstrates boosting DRL training by increasing

the number of actors at a boostable round. The no-boosting scheme

launches only one actor by default to sample 256 timesteps per

round. In the experiment, we design three boosting schemes. Each

scheme boosts DRL with 16 actors and uniformly samples in total

4,096 (16×256) timesteps at a specific round and resumes one actor

at other rounds. Scheme 1 performs boosting at Round 4, Scheme 2

at Round 5, and Scheme 3 at Round 3.
1
Note that all three boosting

schemes require the same number of total actors (timesteps), thus

under the same budget.We also include an always-boosting baseline

with 16 actors throughout the ten rounds as an upper-bound.

Scheme 1 achieves significantly higher episodic rewards, Schemes

2 and 3 fail to accelerate the training due to boosting at non-

boostable rounds. The experiment demonstrates that Round 4 is a

boostable round. Compared to non-boostable rounds (i.e., Rounds 3

1
For a fair comparison between boosting schemes, we checkpointed and replayed the

same learner policy at each boosting round, and individually retrained PPO for the

remaining rounds.
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(c) 4096 t (16 actors).

Figure 3: 3D landscapes of the DRL surrogate objective
boosted with 256 (1 actor), 2048 (8 actors), and 4096 (16 actors)
trajectory timesteps at the boostable round in Fig. 2. X and Y
axes show the two-dimensional perturbations on neural net-
work parameters, and the Z axis shows the episodic rewards.
Red and blue areas represent high and low rewards.

and 5), boosting DRL at Round 4 leads to higher boosting benefits

(i.e., episodic reward increase) given the same budget.

The existence of boostable rounds leads us to Q2—why can

boosting accelerate the training? To figure it out, we plot and an-

alyze the 3D landscapes of the surrogate objective, which is com-

monly employed by modern DRL algorithms to facilitate train-

ing [42, 61, 63, 67, 72]. Since it is difficult to directly optimize the

true rewards, DRL algorithms tend to design a surrogate objective

to guide the training, where the algorithms optimize the surrogates

instead of true rewards. Therefore, we investigate how boosting (i.e.,
increasing the volume of trajectory sampling) impacts the reward

surfaces of DRL surrogate objective.

Following existing neural network visualization techniques [29,

36, 66, 73], we add two-dimensional perturbations (ranging from

-1.0 to 1.0) to neural network parameters, where two perturbation

directions are based on top two Hessian eigenvectors [73]. We eval-

uate the episodic rewards of each set of perturbations within a grid

size of 30×30. Fig. 3 shows the reward surfaces of the surrogate

objective boosted with 256 (1 actor), 2048 (8 actors), and 4096 (16

actors) trajectory timesteps at the boostable round, respectively.

Boosting brings more diverse trajectories for the DRL neural net-

work to learn by increasing the actor-parallelism in real-time. The

surface of the surrogate objective gradually develops more high-

reward regions (red areas) when the volume of sampled trajectories

grows [29, 66], indicating that boosting can discover higher re-

wards and accelerate the training process. We provide a theoretical

analysis in §6.1 to further justify the boosting performance gains.

Finally, the existence and effectiveness of boostable rounds nat-

urally lead to Q3—when do they appear, and how to capture them?

2.3 Characteristics of Boostable Rounds
To answer Q3, we conducted a series of experiments across different

DRL environments, algorithms, and runs in Fig. 4. Our observations

indicate that boostable rounds are ephemeral and unpredictable in
DRL training. Specifically, we devise a metric in §5, boosting score,
that identifies boostable rounds in the ten-round training. Training

rounds with a higher score indicate a potential for achieving higher

boosting benefits.

Concretely, Fig. 4(a) shows the boosting scores when training

PPO across three environments: Hopper, Humanoid, and Walker2d,

Hopper Humanoid Walker2d
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Figure 4: Boosting opportunities vary from environments (a),
algorithms (b), and different runs in the same setting (c).

from Mujoco [68] benchmark. The result demonstrates that boost-

ing opportunities vary from task to task. Fig. 4(b) shows the boost-

ing scores for three popular DRL algorithms, including IMPALA [17],

IMPACT [43], and PPO, training in the Hopper environment. Boost-

ing opportunities can vary from algorithm to algorithm while train-

ing in the same environment. Fig. 4(c) shows the boosting scores for

three different runs of PPO in the Hopper environment. Even for

the same reinforcement learning (RL) task and algorithm, boosting

opportunities are still stochastic and unpredictable.

Through the experiments, we can conclude that capturing boost-

able rounds in DRL training is challenging. The ephemerality and

unpredictability of boosting opportunities make potential boosting

solutions with high scaling overheads (i.e., serverful backends) or
predictions infeasible. We must seek a timely design that seizes the

opportunities immediately upon detection for effective boosting.

2.4 Serverful vs. Serverless Distributed DRL
Serverless computing is becoming a promising computing infras-

tructure for Machine Learning (ML) training [11, 19, 59, 71] due

to its fine-grained resource allocation, pay-as-you-go pricing, and

agile scalability. Fig. 5(a) depicts the startup time of AWS Lambda

functions and three popular types of EC2 instances. In contrast to

the lengthy startup of VMs, functions deployed on serverless com-

puting platforms (e.g., AWS Lambda [5]) can be initialized within

seconds, exhibiting a natural fit for instant boosting in DRL training.

Existing distributed DRL solutions [16, 17, 21, 23, 31, 43, 72] train

on serverful clusters, such as VM-based cloud platforms. However,

serverful DRL solutions fail to catch the potential boost opportunities
due to VMs’ long startup time and clumsy scalability.

During the idle window of VM initialization, actor-learner archi-

tectures must either pause the learner (synchronous) or replay old

trajectories for learner update (asynchronous). Both approaches

slow down the training process significantly. Fig. 5(b) shows the

mean episodic reward curves with one-time boosting using server-

less and two VM approaches (i.e., VM pause and VM reply) with
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Figure 5: Startup time of AWS Lambda and three popular EC2
instances (c5.4xlarge, m5.4xlarge, and r5.4xlarge).

the same experimental setup in §2.2. We train PPO in the Hopper

environment and boost with 16 actors for all three methods. For

the serverless boosting, we launch 16 AWS Lambda functions as

serverless actors. The two VM-based baselines both launch an AWS

EC2 c5.4xlarge with 16 CPU cores, where each CPU core hosts

an actor process. VM pause baseline stops the learner and waits for

the VM startup, whereas VM replay baseline updates the learner

with old trajectories from previous training rounds while waiting

for the VM startup. When using VMs to boost training, pausing
the learner incurs a long waiting time and severely increases the

training time, while replaying old trajectories hinders the training

performance. Unlike VMs, serverless functions can be launched

in seconds and instantly bring new trajectories for learner update,

thus achieving smooth and efficient boosting.

3 OBJECTIVES AND CHALLENGES
Nitro is carefully designed to achieve the three goals:

Effective and timely boosting. Due to the ephemerality and

unpredictability (§2.2), serverful solutions can hardly seize the

boosting opportunities instantly. Nitro exploits serverless computing
to power and scale DRL actors for timely boosting. Correspondingly,

Nitro should be scalable to support massive concurrent functions.

Accurate boosting opportunity detection. Nitro is keen on

accurately spotting boosting opportunities for the stochastic train-

ing process of DRL tasks. We design Nitro to compute a metric, i.e.,
boosting score, through the training to guide the boosting.

Cost efficiency. In actor-learner architectures, training cost

comes from both sides of the learner and actor. Nitro should accel-

erate the DRL training while maintaining low cost on running the

learner and actor. Our cost-efficient boosting design is two-fold: 1)

Nitro carefully justifies the budget for each boostable round based

on real-time training process. 2) Nitro enforces boosting decisions
to reduce the computing infrastructure cost using serverless com-

puting as existing works [11, 19, 20]. To realize the above objectives,

we must answer the following fundamental questions:

How to enable efficient boosting with serverless computing
on the actor-learner architecture? Existing actor-learner so-

lutions solely rely on serverful implementation and deployment.

While serverless computing is promising for instant boosting, the

lack of GPU accelerators makes a pure serverless actor-learner ar-

chitecture unfeasible [27, 28]. Therefore, we must carefully craft

Nitro to achieve high boosting efficiency with co-design of serverful

and serverless computing.

Boosting 
Score

<latexit sha1_base64="MFr0zU4yhgedBMoA0iS2El5wpeM=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKr2PAi8dIzAOSJcxOepMhs7PLzKwQlnyCFw+KePWLvPk3TpI9aGJBQ1HVTXdXkAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHstHM0nQj+hQ8pAzaqzUaPTH/XLFrbpzkFXi5aQCOer98ldvELM0QmmYoFp3PTcxfkaV4UzgtNRLNSaUjekQu5ZKGqH2s/mpU3JmlQEJY2VLGjJXf09kNNJ6EgW2M6JmpJe9mfif101NeOtnXCapQckWi8JUEBOT2d9kwBUyIyaWUKa4vZWwEVWUGZtOyYbgLb+8SloXVe+6evVwWam5eRxFOIFTOAcPbqAG91CHJjAYwjO8wpsjnBfn3flYtBacfOYY/sD5/AEpEI2t</latexit>

Sk

Learner
Round

Boosting

Actor 
Scaler

Boosting 
Detector

1

# 
of

 A
ct

or
s

3

Traj.
Cache

<latexit sha1_base64="hv7EMwt7vSYkMJsy1kx1dwNt7fI=">AAAConic1VHLSsNAFJ3EV62vqEsXDlahQimJ+NoIBRHUhbbUPqAtYTKZtEMmkzAzEUroh/kb7vwbp20W2voDHrhwOOdeZu65XsKoVLb9ZZgrq2vrG4XN4tb2zu6etX/QlnEqMGnhmMWi6yFJGOWkpahipJsIgiKPkY4X3k/9zjsRksb8TY0TMojQkNOAYqS05FofT24I72BQbrphBfoVGJ7D/wHXKtlVewa4TJyclECOumt99v0YpxHhCjMkZc+xEzXIkFAUMzIp9lNJEoRDNCQ9TTmKiBxks4gn8EwrPgxioYsrOFN/TmQoknIcebozQmokF72p+JfXS1VwO8goT1JFOJ4/FKQMqhhO7wV9KghWbKwJwoLqv0I8QgJhpa9a1CE4iysvk/ZF1bmuXjUuSzU7j6MAjsAJKAMH3IAaeAR10ALYODYejBfj1Tw1n82G2Zy3mkY+cwh+wex/A31apJE=</latexit>

Ik = f(Sk, d, k)

…

4

Policy 
Model

2

<latexit sha1_base64="CEYgN0UdEGpoC8QsrPXb5X+n0lE=">AAAB8HicjVDJSgNBEK2JW4xb1KOXxiB4ChNxOwa8eIxgFswMoadTkzTp6Rm6a4Qw5C88eFHx6t949G+cLAcVBR8UPN6roqpekChpyXU/nMLS8srqWnG9tLG5tb1T3t1r2Tg1ApsiVrHpBNyikhqbJElhJzHIo0BhOxhdTf32PRorY31L4wT9iA+0DKXglEt3XiJ7Hg2ReK9cqVXdGdjfpAILNHrld68fizRCTUJxa7s1NyE/44akUDgpeanFhIsRH2A3p5pHaP1sdvGEHeVKn4WxyUsTm6lfJzIeWTuOgrwz4jS0P72p+JvXTSm89DOpk5RQi/miMFWMYjZ9n/WlQUFqnBMujMxvZWLIDReUh/S/DFon1dp59ezmtFJ3F2kU4QAO4RhqcAF1uIYGNEGAhgd4gmfHOI/Oi/M6by04i5l9+Abn7RMj2JDP</latexit>⇡✓
Online 
Detect

<latexit sha1_base64="MFr0zU4yhgedBMoA0iS2El5wpeM=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKr2PAi8dIzAOSJcxOepMhs7PLzKwQlnyCFw+KePWLvPk3TpI9aGJBQ1HVTXdXkAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHstHM0nQj+hQ8pAzaqzUaPTH/XLFrbpzkFXi5aQCOer98ldvELM0QmmYoFp3PTcxfkaV4UzgtNRLNSaUjekQu5ZKGqH2s/mpU3JmlQEJY2VLGjJXf09kNNJ6EgW2M6JmpJe9mfif101NeOtnXCapQckWi8JUEBOT2d9kwBUyIyaWUKa4vZWwEVWUGZtOyYbgLb+8SloXVe+6evVwWam5eRxFOIFTOAcPbqAG91CHJjAYwjO8wpsjnBfn3flYtBacfOYY/sD5/AEpEI2t</latexit>

Sk

<latexit sha1_base64="TS0dTf2fdDlr5HC0r9oMgKue5PI=">AAAB53icbVDLSgNBEOyNrxhfUY9eBoPgKewGX8eAF48JmAckS5id9CZDZmeXmVkhLPkCD15UvPpJHv0bJ8keNLGgoajqprsrSATXxnW/ncLG5tb2TnG3tLd/cHhUPj5p6zhVDFssFrHqBlSj4BJbhhuB3UQhjQKBnWByP/c7T6g0j+WjmSboR3QkecgZNVZqTgblilt1FyDrxMtJBXI0BuWv/jBmaYTSMEG17nluYvyMKsOZwFmpn2pMKJvQEfYslTRC7WeLQ2fkwipDEsbKljRkof6eyGik9TQKbGdEzVivenPxP6+XmvDOz7hMUoOSLReFqSAmJvOvyZArZEZMLaFMcXsrYWOqKDM2G5uBt/rxOmnXqt5N9bp5VanX8jSKcAbncAke3EIdHqABLWCA8Ayv8OZw58V5dz6WrQUnnzmFP3A+fwBOLIzZ</latexit>

k

R
ew

ar
ds Boost

No Boost

Bo
os

t S
co

re

<latexit sha1_base64="NFeXMg/ZlMQrgfsIGwZCMTY0pss=">AAAB8nicbVDLSgNBEOyNrxhfUY9eBoOQg4Rd8XUMePEYwTwgWZbZyWwyZHZ2mekVQshvePCi4tWf8ejfOEn2oIkFDUVVN91dYSqFQdf9dgpr6xubW8Xt0s7u3v5B+fCoZZJMM95kiUx0J6SGS6F4EwVK3kk1p3EoeTsc3c389hPXRiTqEccp92M6UCISjKKVelUT4Dm1pQMMyhW35s5BVomXkwrkaATlr14/YVnMFTJJjel6bor+hGoUTPJpqZcZnlI2ogPetVTRmBt/Mr95Ss6s0idRom0pJHP198SExsaM49B2xhSHZtmbif953QyjW38iVJohV2yxKMokwYTMAiB9oTlDObaEMi3srYQNqaYMbUw2A2/541XSuqh517Wrh8tK3c3TKMIJnEIVPLiBOtxDA5rAIIVneIU3B50X5935WLQWnHzmGP7A+fwBw7+RGQ==</latexit>

(st, at, rt
<latexit sha1_base64="VQ31L6AVraqyCMOg0g/hB+jS1Es=">AAAB7HicbVDLSgMxFL1TX7W+qi7dBIugmzIjvpYFNy4r2Ae0Q8mkmTY2kxmSO0IZ+g8u3Ki49X9c+jem7Sy09UDgcM495N4TJFIYdN1vp7Cyura+UdwsbW3v7O6V9w+aJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LR7dRvPXFtRKwecJxwP6IDJULBKFqp2e3HaM565YpbdWcgy8TLSQVy1HvlLxtkacQVMkmN6Xhugn5GNQom+aTUTQ1PKBvRAe9YqmjEjZ/Ntp2QE6v0SRhr+xSSmfo7kdHImHEU2MmI4tAselPxP6+TYnjjZ0IlKXLF5h+FqSQYk+nppC80ZyjHllCmhd2VsCHVlKEtyHbgLV68TJrnVe+qenl/Uam5eRtFOIJjOAUPrqEGd1CHBjB4hGd4hTdHOS/Ou/MxHy04eeYQ/sD5/AHPwo7d</latexit>

. . . )

Nitro

Training Data Sampling

Figure 6: Nitro’s workflow.

How to detect boosting opportunities online with low over-
heads?We demonstrated that the boosting score can effectively re-

veal the boosting opportunities in §2.2. However, boosting real-time

training requires the score computation to be online with negligible

overheads. We must design the score to be easy-to-compute while

providing precise guidance to boosting opportunities.

How to balance cost and efficiency while boosting DRL per-
formance? Given a limited budget, Nitro should carefully justify

and trade-off budgets on every boostable round. Spending too much

on one boostable round may result in an insufficient budget for

future boosting opportunities. However, the efficiency of each boost-

able round varies through training. It is hard to design a cost-aware

actor scaler to boost DRL training efficiency at minimal costs.

4 NITRO’S OVERVIEW
Nitro is a DRL training engine that accelerates general DRL algo-

rithms with cost-efficient boosting. Fig. 6 shows Nitro’s architecture
and workflow. Nitro’s training cycle is supported by the five system
components (Trajectory Cache, Policy Model, Boosting Detector,

Actor Scaler, and Serverless Actors), summarized in four steps:

Step 1 : Policy update. The learner periodically polls the Trajec-
tory Cache and gathers new trajectories to update its policy network.

Trajectory Cache is an in-memory data buffer that resides in Nitro’s
learner server to store trajectories for experience replay. Trajec-

tories submitted by the serverless actors are serialized and stored

as key-value pairs in the cache, where the keys are unique func-

tion invocation IDs. The update procedure consists of two modes:

on-policy and off-policy. In on-policy mode, the learner defers the

update and continuously checks if the trajectory cache has enough

samples until reaching the target. Off-policy mode updates the pol-

icy whenever new trajectories arrive in the cache and can replay

old trajectories [23, 31, 40] if the cache is temporarily empty.

Step 2 : Boosting opportunity detection. After a new policy

is generated, Nitro inspects the new policy network to determine

whether it needs boosting. The Boosting Detector is designed to in-

spect the boosting opportunities and compute the boosting score of

the policy in real-time training. It analyzes the objective landscape



of DRL policy networks and determines if a policy is in boostable

status by calculating a boosting score. Upon identifying a boostable

round, the Detector notifies the Actor Scaler for timely boosting.

Step 3 : Actor scaling. After the policy is analyzed, the Actor
Scaler makes cost-aware actor scaling decisions based on the re-

ceived boosting score and historical information (e.g., the remaining

budget). The decision is then forwarded to a serverless platform

for launching concurrent DRL actors and sampling trajectories by

rolling out the new policy.

Step 4 : Serverless execution. Each Serverless Actor receives the
new policy weights and synchronizes its own policy. Then, the ac-

tors interact with the environment using the new policy and collect

new trajectories from the policy. Once complete, each actor indi-

vidually submits the samples back to Nitro’s cache for future policy
updates. In Nitro, issuing a boosting decision is equivalent to mas-

sively increasing the number of concurrently launched serverless

actors (increasing samples), thus improving policy learning.

To boost on-policy algorithms [61, 63], Nitro defers launching
the actors until the learner completes the policy update, ensuring

each actor receives the latest policy weights. For off-policy algo-

rithms [16, 17, 43, 50], Nitro launches actors while asynchronously
updating itself, free from the blocking of actor synchronization.

We repeatedly train DRL tasks with Nitro in the above four-step

manner until the DRL agent achieves the target reward or runs out

of monetary budget.

5 NITRO’S DESIGN
5.1 Hessian-Based Neural Network Analysis
For a DRL policy neural network model 𝜃 , the first derivative of

the surrogate objective 𝐿(𝜃 ) w.r.t. the model parameters is the gra-

dient 𝑔𝜃 ∈ R (definitions in §6.1), used for backward propaga-

tion [60]. Differentiating the gradient 𝑔𝜃 yields a square matrix,

𝐻 := ∇2

𝜃
𝐿(𝜃 ) = ∇𝜃𝑔𝜃 ∈ R, commonly known as the Hessian matrix.

The Hessian matrix is a second-order derivative that effectively

captures important properties of the deep neural network objec-

tive landscape [64, 73]. Existing works have widely employed the

Hessian matrix 𝐻 to analyze the objective surface curvature of

neural networks [15, 29, 32, 36, 52, 66] and guide neural network

training, e.g., natural gradients [3, 30, 46] and Hessian-based policy

gradients [24, 64]. We also leverage Hessian information to design

a boosting score to capture boosting opportunities.

5.2 Boosting Opportunity Detection
We design the Boosting Detector deployed on Nitro’s learner server
(Fig. 6) to inspect and analyze the policy model weights to detect

opportunities for DRL boosting.

Nitro estimates the eigenvalues of the Hessian matrix to inspect

the policy network to measure the local curvature. The eigenvalues

of Hessian 𝜆 := {𝜆1, . . . , 𝜆𝑛} are proved to indicate the curvature of
the objective surface [36]. However, directly forming the full eigen-

values of Hessian can be computationally expensive [73]. Since the

objective optimization of neural networks is typically dominated

by the eigenvalues of the largest magnitude [36], this inspires us to

look for the min-max ratio 𝑅concave of Hessian eigenvalues:

𝑅concave := −max(0, 𝜆min)
𝜆max

, (1)
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Figure 7: PPO reward gains after boosting at three different
rounds in six environments (HP: Hopper, HN: Humanoid,
WD: Walker2d, SI: SpaceInvaders, QB: Qbert, GT: Gravitar).

where 𝜆min and 𝜆max are minimum and maximum eigenvalues,

respectively. The metric 𝑅concave roughly measures how concave

the local surface of the objective is.

Since DRL studies a reward maximization problem (as opposed

to loss minimization in other learning settings), higher convexity

in the reward surface is better, corresponding to higher rewards.

Hence, we invert Eq. 1 to measure the ratio 𝑅 for convexity:

𝑅 := −𝜆𝑚𝑎𝑥

𝜆𝑚𝑖𝑛
. (2)

The intuition behind Eq. 2 is to measure the ratio to approximately

quantify the convexity of the objective surface. Existing works

have verified the importance and effectiveness of convexity mea-

surement on DRL’s surrogate objectives. For example, Li et al. [36]

explains the trainability of neural networks by quantifying the

(non)convexity of loss, Kakade and Langford [29] detects the mis-

match between true rewards and surrogate objectives of DRL by

characterizing convexity, and Sullivan et al. [66] explores the per-

formance cliffs in DRL training by measuring convexity.

We then conduct an experiment to verify whether 𝑅 can be an

effective indicator of boosting opportunities in DRL training. The

experimental setting is the same as in §2.2. We train PPO in the Hop-

per environment with ten rounds, where one actor is launched per

round to sample 256 timesteps. We select three training rounds out

of ten with the lowest, median, and highest 𝑅 values, respectively.

Each round is boosted with 16 actors to sample 4,096 timesteps.

Fig. 7 shows the reward gains of boosting the selected three rounds.

We define the reward gain as the difference between the reward

after and before boosting, likewise 𝑅 gain. The results in Fig. 7(a)

indicate that boosting rounds with a lower 𝑅 can achieve more

benefits (i.e., reward gain) under the same number of actors. The

𝑅 value of each round also increases after boosting (Fig. 7(b)), in-

dicating the surrogate objective can be improved by boosting to

discover higher rewards.

Fig. 8 depicts the 3D reward surfaces of the surrogate objective for

the lowest, median, and highest𝑅 values in theHopper environment

from Fig. 7. With lower 𝑅 values, the reward surface for the DRL

neural network to explore is poorer (less high-reward regions) due

to less diverse trajectories, which indicates that boosting at low-𝑅

points can potentially achieve higher benefits.



120

40
80

-1.0
0.0

1.0
0.0

1.0X

Z

Y
-1.0

(a) Lowest 𝑅 (0.78).

120

40
80

-1.0
0.0

1.0
0.0

1.0X

Z

Y
-1.0

(b) Median 𝑅 (2.16).

150

50
100

-1.0
0.0

1.0

0.0
1.0X

Z

Y
-1.0

(c) Highest 𝑅 (3.43).
Figure 8: 3D landscapes of the DRL surrogate objective for
lowest, median, and highest 𝑅 values in Hopper environ-
ment from Fig. 7, respectively. X and Y axes show the two-
dimensional perturbations on neural network parameters,
and the Z axis shows the episodic rewards. Red and blue areas
represent high and low rewards, respectively.

5.3 Cost-aware Actor Scaling
We have demonstrated that measuring the convexity of the surro-

gate objective (𝑅 in Eq. 2) can be an effective metric to guide boost-

ing. However, given a limited training budget, Nitro cannot assume

every boosting opportunity to have maximum actor-parallelism.

We must design a cost-aware algorithm for Nitro to manage the

boost budget while preserving training efficiency.

Since DRL is a complex and fairly stochastic learning process

that can be affected by numerous factors (e.g., hyperparameters, net-

work initialization, etc.), estimating boosting benefits (i.e., episodic
reward increase) of a given boosting scheme ahead of each round

is hardly possible [69]. Thus, precisely determining the budget for

boosting before each round is infeasible. Therefore, Nitro employs

a heuristic to determine the number of actor functions per round

to achieve cost-efficient training. We design the algorithm based

on a key observation: boosting efficiency decreases through training,
suggesting spending more budget in the early training rounds.

Fig. 9 shows the reward gains and boost efficiency through 50-

round training for PPO in the Hopper environment. We sample five

points with the lowest 𝑅, each from every ten training rounds. Each

point is boosted with 4×, 8×, 16×, and 32× budget compared to no

boosting, respectively. Boosting efficiency is defined as the achieved

reward gain over the spent boosting budget, normalized to [0, 1] in
Fig. 9. While learning to accumulate rewards is relatively simple

in the early training rounds, finding optimal strategies in the late

rounds becomes difficult. As a result, the reward gain and boosting

efficiency gradually decrease through training. This observation

suggests that spending the same budget in early rounds is more
efficient than reserving for the late rounds. Existing studies [20, 76]
on distributedML training also discover similar trends, i.e., spending
more budgets in the early rounds instead of later ones, which is

aligned with our empirical findings.

We use a sliding window of size 𝑛 to monitor and record the

convexity𝑊𝑛 := {𝑅𝑘−𝑛+1, . . . , 𝑅𝑘 } in Eq. 2 for the past 𝑛 rounds.

The boosting score 𝑆𝑘 is estimated using min-max normalization

over the window𝑊𝑛 . To incorporate the observations, we embed

an exponential decay factor 𝑑 ∈ (0, 1) to the convexity metric 𝑅,

which anneals exponentially to the round number 𝑘 :

𝑆𝑘 :=
𝑅𝑚𝑎𝑥 − 𝑅𝑘

𝑅𝑚𝑎𝑥 − 𝑅𝑚𝑖𝑛
× 𝑑𝑘 ,

where 𝑅𝑚𝑖𝑛 and 𝑅𝑚𝑎𝑥 are the minimum and maximum values from

the sliding window𝑊𝑛 , respectively. Hence, the score always falls
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Figure 9: Reward gain and boosting efficiency across different
rounds when training PPO in the Hopper environment.

within [0, 1], where a score close to 1 indicates a potentially high

boosting benefit and vice versa. Naturally, the number of actors

𝐼𝑘 to scale at round 𝑘 is computed proportionally to the boosting

score 𝑆𝑘 given by

𝐼𝑘 := Clip

(
𝐼𝑚𝑎𝑥 × 𝑆𝑘 , 𝐼𝑚𝑖𝑛, 𝐼𝑚𝑎𝑥

)
,

where 𝐼𝑚𝑖𝑛 and 𝐼𝑚𝑎𝑥 are the minimum and maximum number of

actors we can launch per round. The clip function ensures that the

number of actors per round is always within a certain range, which

is adjustable based on the training budget.

6 NITRO’S ANALYSIS
In this section, we present the theoretical analysis to justify the

performance gain of Nitro’s boosting.

6.1 Nitro’s Performance gain
Theorem 1. Define the surrogate objective

𝐿(𝜃 ) := E𝑡

[
𝑙𝑜𝑔𝜋𝜃 (𝑎𝑡 |𝑠𝑡 )𝐴𝑡 (𝑠𝑡 |𝑎𝑡 )

]
,

where (𝑠𝑡 , 𝑎𝑡 ) is the state-action pair at timestep 𝑡 and the advantage
function 𝐴𝑡 (𝑠𝑡 |𝑎𝑡 ) := 𝑄𝑡 (𝑠𝑡 |𝑎𝑡 ) −𝑉𝑡 (𝑠𝑡 ) guides the update of policy
𝜋 parameterized by 𝜃 [62]. The gradient 𝑔𝜃 for updating policy 𝜋𝜃 is
differentiated from the objective as follows

𝑔𝜃 := E
𝜏∼𝜋𝜃

[ ∑︁
(𝑠𝑡 ,𝑎𝑡 ) ∈𝜏

∇𝜃 log𝜋𝜃 (𝑎𝑡 |𝑠𝑡 )𝐴𝑡 (𝑠𝑡 |𝑎𝑡 )
]
,

where 𝜏 denotes the trajectories containing state-action pairs (𝑠𝑡 , 𝑎𝑡 )
generated by 𝜋𝜃 .

Intuitively, the gradient 𝑔𝜃 is pushed towards the direction that

increases the probability of taking action 𝑎𝑡 if the advantage feed-

back𝐴𝑡 (𝑠𝑡 |𝑎𝑡 ) from 𝑎𝑡 is positive, meaning that the action 𝑎𝑡 yields

a higher reward above the average performance 𝑉𝑡 (𝑠𝑡 ) at state 𝑠𝑡 .
Otherwise, 𝑔𝜃 is forced to go the opposite direction to avoid 𝑎𝑡 if

𝑎𝑡 leads to a reward below the average (i.e., 𝐴𝑡 (𝑠𝑡 |𝑎𝑡 ) is negative).
Recall that we detect boosting opportunities by measuring the

convexity metric 𝑅 (Eq. 2). If the surrogate objective 𝐿(𝜃 ) (The-
orem 1) has low 𝑅 values, then its surface is relatively flat [36],

indicating the policy 𝜋𝜃 has a less diverse advantage feedback 𝐴𝑡 .

In this case, the gradient 𝑔𝜃 may struggle to guide what actions

lead to good or bad rewards, potentially resulting in policy updates

in the wrong direction and causing the optimization process to



become trapped in local optima [29]. Existing works also reveal

that limited trajectories can hinder the surrogate objective from

approximating the reward distribution [29, 66]. Thus, Nitro boosts
at training rounds with low 𝑅 by diversifying the trajectories (i.e.,
state-action pairs (𝑠𝑡 , 𝑎𝑡 )), thus improving the policy update process

and training performance.

6.2 Nitro’s Complexity
The time complexity of Nitro is mainly dominated by the com-

putation of the metric 𝑅 in Eq. 2, which requires estimating the

maximum and minimum eigenvalues of the Hessian matrix of a

neural network (§7). This section analyzes the complexity of 𝑅

computation in Nitro.
Recall that 𝑔𝜃 is the gradient of the objective w.r.t. a neural net-

work and 𝐻 denotes its Hessian matrix. Explicitly forming the

Hessian matrix by differentiating from 𝑔𝜃 can be computationally

costly. Instead, existing methods compute the Hessian-vector prod-

uct 𝐻𝑣 for inspecting traces or eigenvalues:

𝐻𝑣 = ∇𝜃 (𝑔𝑇𝜃 𝑣) = ∇𝜃 (𝑔𝑇𝜃 )𝑣 + 𝑔
𝑇
𝜃
∇𝜃 𝑣,

where𝑇 represents thematrix transpose operation and 𝑣 is a normal-

ized random vector drawn from the Gaussian distribution. While

we can compute 𝐻𝑣 using arbitrary random vectors, the Hessian

approximation quality depends on the choice of 𝑣 . Gaussian dis-

tributions are proved to generate random vectors with the least

computation variances [73]. Therefore, we follow this routine to

compute 𝐻𝑣 using the chain rule of derivatives. Importantly, 𝐻𝑣

has been proved to be easy-to-compute, where the cost of comput-

ing 𝐻𝑣 is the same as one backward propagation of the gradient

𝑔𝜃 [73]. Additionally, instead of computing𝐻𝑣 using all trajectories,

we compute 𝐻𝑣 with a subset of trajectories sampled from Nitro’s
trajectory cache, further reducing the complexity. Therefore, the

computational complexity of Nitro is negligible to the DRL training

complexity itself. We further show that both Hessian matrix ap-

proximation and using trajectory subset are necessary for reducing

computation overheads in §8.7.

6.3 Nitro’s Robustness
We prove that the performance gain of Nitro is robust by holding a

lower bound on monotonic reward improvement, which guarantees

policy update performance during training. Recall that 𝐽 (𝜋) denotes
the cumulative rewards achieved by rolling out policy 𝜋 .

Theorem 2. When Nitro’s policy 𝜋 updates to a new one 𝜋 ′, the
following reward improvement lower bound holds:

𝐽 (𝜋 ′) − 𝐽 (𝜋) ≥ −
𝛾𝜖𝜋

′√︁
2 log(1 + 𝜌)
(1 − 𝛾)2

,

where the constant 𝜖𝜋 ¤=max𝑠 |E𝑎∼𝜋 [𝐴𝜇 ] |, 𝛾 is the discount factor,
and 𝜌 is the surrogate clip threshold [37, 43, 63], respectively.

We refer to the Corollary 1 from [2]. First, we replace Total Vari-

ation (TV) divergence with Kullback–Leibler (KL) divergence using

Pinsker’s inequality [14]. Then, we apply Jensen’s inequality [14]

on the log function with 𝜌 to reach the form of Theorem 2.

Table 1: Hyperparameters of PPO and IMPACT in evaluation.

Parameter PPO IMPACT

Learning rate 0.00005 0.0005

Discount factor (𝛾 ) 0.99 0.99

Batch size (Mujoco) 4096 4096

Batch size (Atari) 256 256

Clip parameter 0.3 0.4

KL coefficient 0.2 1.0

KL target 0.01 0.01

Entropy coefficient 0.0 0.01

Value function coefficient 1.0 1.0

Target update frequency N/A 1.0

7 IMPLEMENTATION
Nitro is designed to be a generic training engine for boosting dis-

tributed DRL training with a hybrid serverful and serverless com-

puting solution. For concreteness, we describe its implementation

in the context of a combination of AWS services, including AWS

EC2 [4] and AWS Lambda [8]. We implement Nitro with 3K lines of

Python, which will be open-sourced after review. We describe the

detailed implementation of Nitro’s components and features below.

Boosting Detector. We employ the PyHessian library [73] and

use a stochastic Lanczos method to estimate the eigenvalues of

Hessian. PyHessian only requires Hessian-vector products for Hes-

sian estimation, which can be calculated directly with PyTorch’s

automatic differentiation [53]. The computation overhead of the

Boosting Detector is trivial compared to Nitro’s training time (§8.7).

Learner.We use AWS EC2 instances with GPU accelerators to host

the learner. The learner’s core logic is implemented by PyTorch [53],

including the policy model’ neural networks and learning process.

Serverless Actor. We employ AWS Lambda to implement light-

weight serverless actor functions. The dependencies of the actor

function are installed and packaged as a Docker container im-

age [48]. We store and manage the actor container image in AWS

Elastic Container Registry [6] for fast function deployment. Before

training DRL tasks, Nitro profiles information about the execution

time and resource demand of actor functions with the task to run.

The profiled results are used to determine the optimal function

memory size when deploying actor functions on AWS Lambda.

We use AWS Lambda’s built-in pre-warming services, provisioned

concurrency [9], to further reduce the function startup overhead.

Actor Scaler. We implement the actor scaler in Python with AWS

Python SDK Boto3 [7], and use Python’s built-in multiprocessing

library to invoke actor functions on AWS Lambda concurrently.

Trajectory Cache. We use Redis [58], an in-memory key-value

cache, to implement the trajectory cache in Nitro. Existing DRL

frameworks generally store the trajectory data in a key-value man-

ner (i.e., dictionary in Python). We also follow the key-value data

structure of existing DRL frameworks to cache trajectories, which

makes key-value databases such as Redis an appropriate choice

for the cache. The Redis instance resides on the learner server and

provides high-performant communications between the learner

and actor functions. Upon completing sampling, actor functions

serialize the trajectories using Pickle [54] and submit the serialized

sample batch to Redis. Depending on the DRL algorithm, Nitro’s
learner performs either asynchronous policy update by periodically

polling Redis or waits for all actors to perform synchronous update.
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Figure 10: Nitro improves PPO training efficiency.

8 EVALUATION
This section conducts extensive experiments to evaluate Nitro, in-
cluding overall performance against SOTA baselines (§8.2), effec-

tiveness of actor scaling (§8.3), ablation study (§8.5), scalability

(§8.6), sensitivity analysis (§8.4), and breakdowns and overheads of

Nitro (§8.7). Nitro improves the final reward (i.e., training quality)
by up to 6× and reduces training cost by up to 42% than baselines.

8.1 Experimental Setup
Testbeds.We deploy all serverful baselines to a cluster of AWS EC2

VMs: one p3.2xlarge and one c5.4xlarge. The cluster contains
one NVIDIA V100 GPU and 16 Intel Xeon Platinum CPUs for train-

ing DRL tasks. For Nitro, we use the same p3.2xlarge instance to

host the learner while deploying each actor as a function on AWS

Lambda with 1,024 MB memory.
2
The learner VM has 16 GB GPU

memory, 60 GB CPU memory, and up to 10 Gigabit bandwidth.

Workloads. Six popular environments from OpenAI Gym are used

to evaluate Nitro and SOTA baselines, including three continuous-

action MuJoCo environments (Hopper, Humanoid, and Walker2d)

and three discrete-action Atari environments (SpaceInvaders, Qbert,

2
We use AWS services in the US East 2 region. The hourly unit prices for p3.2xlarge
and c5.4xlarge are $3.06 and $0.68, respectively. The AWS Lambda function invoca-

tion fee is $0.0000166667 per GB-second.
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Figure 11: Nitro improves IMPACT training efficiency.

and Gravitar). For three MuJoCo environments, the policy network

consists of two fully-connected layers of 256 hidden units with

Tanh activation. For three Atari environments, the policy network

consists of three convolutional layers of 8×8, 4×4, and 11×11 kernel
sizes with ReLU activation, respectively. The input sampled from

Atari games is a stack of three 84×84 images. In both cases, the

critic networks share the same architecture as the policy networks.

Nitro’s setting.We limit the actor allocation range of Nitro within
[8, 64] during everyDRL training round, i.e., 𝐼𝑚𝑖𝑛 = 8 and 𝐼𝑚𝑎𝑥 = 64.

We set AWS Lambda’s provisioned concurrency for Nitro to be 64,

the same as 𝐼𝑚𝑎𝑥 to eliminate cold-starts.
3
Considering the eval-

uation deployment’s cost-efficiency, we choose to verify Nitro’s
effectiveness at the scale of 64 actors for most experiments. The

evaluation results demonstrate that Nitro effectively outperforms

SOTA baselines. Additionally, we also evaluate Nitro’s actor func-
tion scalability and large-scale deployment in §8.6, showing that

larger scales further accelerate DRL training. We allocate 1,024 MB

memory to each serverless actor function and set the timeout limit

to 60 seconds. The exponential decay factor 𝑑 is set to 0.96 when

evaluating Nitro. The sliding window size 𝑛 is set to six rounds. We

further evaluate the sensitivity of three parameters in §8.4.

3
The AWS Lambda provisioned concurrency fee is $0.0000041667 + $0.0000097222 for

every GB-second in US East 2 region.
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Figure 12: Nitro improves RLlib training efficiency.

8.2 Overall Performance
8.2.1 Integrating with DRL Algorithms. We evaluate how Nitro
boosts SOTA DRL algorithms. Specifically, we integrate Nitro with
two algorithms, one on-policy and one off-policy: 1) PPO [63] is the

most famous on-policy DRL algorithm that has been employed in

extensive applications [10, 13, 55, 56]. We implement a standard dis-

tributed PPO with Generalized Advantage Estimation (GAE) [62]

and surrogate objective clipping [63]. 2) IMPACT [43] is a SOTA

off-policy algorithm. IMPACT itself builds on a long list of improve-

ments over PPO and combines various tricks for asynchronous

training, such as V-trace importance sampling [17] and the surro-

gate target network [41]. We use PPO and IMPACT as baselines

and integrate them with Nitro for comparison. Table 1 describes

the hyperparameter settings of PPO and IMPACT used in the eval-

uation. We employ the same hyperparameter settings from tuned

examples in RLlib [39]. Both PPO and IMPACT training use Adam

optimizer [33]. We train each algorithm for 50 rounds in six envi-

ronments. The results are averaged over ten repeated experiments,

each with a different random seed.

Training efficiency. Figs. 10 and 11 show the episodic rewards

through training in six environments for PPO and IMPACT, re-

spectively. IMPACT completes training faster than PPO in most

environments due to the advantage of being off-policy. Nitro outper-
forms PPO and IMPACT by training faster in statistical efficiency
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Figure 13: Nitro improves MSRL training efficiency.
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and wall clock time. Nitro improves the final reward by up to 5×
and 3× than PPO and IMPACT, respectively.

Training cost. Fig. 14 shows the training costs of the two base-

lines and variants integrated with Nitro. Nitro reduces training costs
by up to 29% and 42% than the PPO and IMPACT, respectively.

8.2.2 Integrating with DRL Frameworks. We also evaluate how Ni-
tro improves SOTA DRL frameworks. Two popular DRL frame-

works are integrated withNitro in the evaluation: 1)Ray RLlib [39]
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Figure 15: Nitro reduces training cost while boosting.

is an open-source industrial-grade RL library with a comprehensive

implementation of algorithms. We replace RLlib’s remote Rollout-

Workers with serverless actor functions for integration. The original

states of RLlib’s actors are transformed into input/output data of

functions and stored in the distributed cache. 2) MSRL [77], the

default RL library developed for MindSpore [26], is a distributed

RL training system that uses dataflow graphs to execute DRL algo-

rithms. Similarly, we replace the original Workers defined in MSRL

with serverless actor functions to execute the algorithm fragments.

We run PPO with two frameworks in six environments using the

same experimental setting in §8.2.1.

Training efficiency. Figs. 12 and 13 show the episodic rewards

through training in six environments for RLlib and MSRL, respec-

tively. In both frameworks, we observe similar improvements with

Nitro. Nitro accelerates PPO training in two frameworks by improv-

ing both statistical and training efficiency. Nitro improves the final

reward by up to 6× and 5× than RLlib and MSRL, respectively.

Training cost. Fig. 14 shows the training costs of the two frame-

works and variants integrated with Nitro. Nitro reduces training
costs by up to 21% and 30% than RLlib and MSRL, respectively.

8.3 Actor Scaling
We compare Nitro’s actor scaling algorithm against three SOTA

dynamic worker scaling schemes for distributed ML and DRL train-

ing: 1) KungFu [44] employs a dynamic worker scaling algorithm

based on gradient noise scale (GNS) for serverfulML training, which

only scales up the number of workers proportional to the increase

of GNS and never scales down. For a fair comparison, we extend

KungFu to a serverless environment by replacing KungFu’s workers

with serverless functions. 2) Hydrozoa [19] doubles the number

of serverless workers with a fixed schedule rate (e.g., every ten

rounds), which serves as a heuristic baseline for actor scaling. 3)

MinionsRL [74] employs a DRL-based actor scheduler to dynam-

ically scale serverless actors, which tries to solve the scheduling

problem via black-box optimization. We train PPO in the Hopper

environment for each scheme with 50 rounds, the same as in §8.2.

Fig. 15(a) depicts how the four schemes scale actors through

training. KungFu and Hydrozoa ignore the budget and quickly in-

crease the number of concurrent actors to the maximum, while
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Figure 16: Sensitivity analysis in the Hopper environment.

Nitro performs cost-aware boosting via careful actor scaling. In-

terestingly, MinionsRL also tends to increase the number of actors

at early rounds and scale down gradually, which aligns with our

observations in §5.3. However, MinionsRL fails to capture the boost-

ing opportunities due to its black-box nature, thus degrading the

training performance. Fig. 15(b) shows four schemes’ training costs.

KungFu andHydrozoa are not designed for distributed DRL training

and ignore training costs, thus incurring significantly higher costs

than Nitro. While MinionsRL’s training cost is less than KungFu

and Hydrozoa, its expensive pre-training cost [74] is omitted, yet

still incurring higher costs than Nitro. As MinionsRL fails to capture

boosting opportunities, it scales actors in non-boostable rounds

and wastes more budgets. Fig. 15(c) shows the statistical training

efficiency and wall clock time of KungFu, Hydrozoa, MinionsRL,

and Nitro, respectively. Nitro achieves higher rewards over the three
schemes at minimal costs.

8.4 Sensitivity Analysis
We analyze the sensitivity of three parameters in Nitro: decay factor
𝑑 , sliding window size 𝑛, and actor function memory size. We

run the same experiment in §8.2, i.e., training PPO in the Hopper

environment, but with different parameter values for analysis. The

results are reported in Fig. 16. Other combinations of algorithms

and environments show similar sensitivity results.

Decay factor 𝑑 .We set the decay factor to 0.96 in the evaluation.

Fig. 16(a) shows the achieved final reward and training cost when

gradually increasing the factor from 0.93 to 0.99 in the step of 0.01.

When the factor increases, both the final reward and cost increase

because Nitro allows spending more budget. The final reward stops

growing at 0.96 while the cost is still increasing.

Sliding window size 𝑛. In our evaluation, we set the sliding

window size to 6. Fig. 16(b) shows the final reward and training cost

when gradually increasing the window size from 3 to 10. Increasing

the window size allows Nitro to track longer historical information,

thus making the boosting score computation more conservative.

Hence, with a larger window size,Nitro tends to launch fewer actors
when boosting, leading to lower costs but worse final rewards. We
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concurrent actors in six environments.

observe that Nitro achieves minimal training costs while preserving

high performance with a size of 6.

Actor function memory size. Fig. 16(c) shows the actor func-
tion duration and total function cost with different memory sizes.

The actor function duration stops decreasing after the memory size

is larger than 1024 MB, while the total function cost continuously

grows.We conclude thatNitro ’s latency in the Hopper environment

is not sensitive after reaching a certain function memory size. We

plan to verify the sensitivity of other environments in the revision.

8.5 Ablation Study
To verify the effectiveness of two key components: serverless com-

puting and boosting, we compare Nitro with two variants of itself:

1) Nitro w/o serverless. We use a c5.9xlarge with 72 CPU cores

(smallest VM size above 64 CPU cores) as the actor server to replace

the serverless actors. 2) Nitro w/o boosting. This variant statically
launches 16 serverless actors per round without any boosting. We

train PPO in the Hopper environment using the same experimental

setting described in §8.2. Fig. 17(a) and Fig. 17(b) report the episodic

reward and training cost for three baselines, respectively. Nitro
w/o boosting launches fewer serverless actors than Nitro, incurring
minimal cost but suffering from performance degradation. Nitro
w/o serverless achieves similar performance with Nitro yet suffers
from excessive cost. The results demonstrate that both serverless

computing and boosting are necessary to the design of Nitro.

8.6 Scalability
We evaluate the scalability of Nitro’s serverless actor functions and
conduct large-scale testing on Nitro.

Actor function scalability. Fig. 18 shows the scalability of

Nitro with AWS Lambda. We gradually increase the number of

concurrent actors from 100 to 1,000. Here, we measure the total

execution time of a group of actors, defined as the time starting from

invoking actors concurrently until the trajectory cache has received

all submissions, to characterize scalability. The total execution time
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Figure 20: Latency breakdown, including (a) one-round train-
ing on six environments and (b) boosting score overhead.

of actors in all environments stays consistent when the number

of concurrent actors increases, indicating that Nitro can scale to

thousand-level serverless functions and achieve further benefits

in large-scale training. Executing actors in Atari environments

(Gravitar, SpaceInvaders, and Qbert) has a higher latency than

Mujoco environments (Hopper, Humanoid, and Walker2d) because

passing data of stacked frames takes more time.

Large-scale testing. We conducted a large-scale experiment

with a serverful baseline (Ray RLlib) and Nitro using the PPO al-

gorithm. The serverful Ray RLlib uses one p3.8xlarge VM with

four NVIDIA V100 GPUs as the learner node and a c5.24xlarge
VM with 96 CPU cores hosting actors. Nitro also uses the same

p3.8xlarge VM with four V100 GPUs but can scale up to 128

serverless actor functions in AWS Lambda. This evaluation aims

to test a larger-scale setting of the whole system, including more

learners, actors, and trajectories with an upgrade of 4× more GPUs

and 6× more CPUs. We use two environments, Hopper and Qbert,

as examples in the experiment. Fig. 19 presents the episodic rewards

through training and total cost. In a large-scale setting, Nitro still
outperforms RLlib by improving the final reward by 2.4× and 2.5×
while reducing training costs by 22% and 27%, for Hopper and Qbert,

respectively. The exponentially increasing rewards indicate that

Nitro can achieve more significant benefits in large-scale settings.

While the rewards stopped growing due to reaching the budget

limit, they will eventually converge with more training budgets.

8.7 Breakdowns and Overheads
We report the latency breakdowns of Nitro’s one-round training.

Latency and overhead breakdowns. Fig. 20(a) characterizes
the latency breakdown of six environments used in evaluation with

Nitro’s one-round training. We evaluate the overheads of Nitro
with a maximum of 64 concurrent actors. The total overhead of all

components incurs less than 5% delay, which is negligible for the

one-round latency while providing boosted performance.



Boosting score computation overhead. Fig. 20(b) shows the
boosting score overheads of three baselines when running on Hop-

per environment, including (i) Nitro with both Hessian matrix ap-

proximation and use of trajectory subset, (ii) Nitro without Hessian
matrix approximation, and (iii) Nitro without using trajectory sub-

set. Hessian approximation and using trajectory subset drastically

reduces the boosting score computation time by 100× and 10×,
respectively. Both techniques are critical to achieving negligible

computation overheads.

9 RELATED WORK
DRL frameworks. Recently, a few open-source DRL training

frameworks have been proposed. Acme [22] is a research-oriented

DRL framework. Stable-Baselines3 [57] is developed for reliable

DRL implementation. CleanRL [25] aims to provide high-quality

single-file DRL implementations. SpinningUP [1] focuses on edu-

cational purposes for DRL beginners. RLlib [39] provides industry-

grade DRL framework. MSRL [77] uses fragmented dataflow graphs

to execute DRL algorithms. Nitro can be integrated with existing

frameworks to enable DRL boosting.We demonstrate this capability

by evaluating RLlib and MSRL integrated with Nitro (§8.2.2).
Distributed DRL training. A3C [50] firstly introduced a simple

actor-leaner prototype. IMPALA [17] is the first off-policy (asyn-

chronous) actor-learner architecture with V-trace correction. IM-

PACT [43] stabilized DRL training performance by adding a surro-

gate target network to the actor-learner architecture. SEED RL [16]

aimed to accelerate off-policy actor-learner architectures by shifting

actor inferences to centralized GPU servers. However, the above dis-

tributed RL solutions were all designed for serverful architectures,

thus can hardly exploit the agile scalability and fine-grained re-

source provisioning of serverless computing. Unlike existing server-

ful solutions,Nitro fuses serverless computing into the actor-learner

architecture to accelerate DRL training by boosting the number of

concurrent actors instantly.

Actor scaling in serverful DRL.Many studies aim to scale out

actors in distributed RL using serverful infrastructures. ActorQ [34]

proposes scaling and accelerating DRL training according to the

quantification of the inference on actors. SRL [47] scaled DRL train-

ing to industrial production environment by abstracting the com-

ponents of actor-learner architectures. Parallel Q-Learning [38]

massively parallelizes and optimizes GPU-based environment inter-

actions on a single workstation. Existing solutions scale distributed

DRL actors to fully utilize large-scale clusters and workstations.

Instead, Nitro enables dynamic actor scaling with serverless com-

puting to boost DRL training cost-efficiently.

Serverless ML training. Serverless computing has recently at-

tracted the ML community to design novel training frameworks.

Cirrus [11] proposes a serverless framework that simplifies end-to-

end ML training. Siren [71] designs a DRL function scheduler to au-

tomate distributed ML training on serverless computing platforms.

Jiang et al. [28] conducts a comprehensive comparison between

server-based and serverless ML training, which indicates serverless

training is cost-efficient. However, due to the lack of GPU support,

the above serverless approaches cannot match the performance

of server-based training [28]. Other works have attempted to en-

able GPUs for serverless training. Llama [59] proposes a serverless

framework for auto-tuning video analytics pipelines, which sup-

ports GPUs in their backends. Hydrozoa [19] presents a deep neural

network (DNN) training framework on top of Azure Container In-

stancess (ACIs) with dynamical data and model parallelism.

Serverless DRL training. Stellaris [75] proposes an asynchronous

learning paradigm for DRL systems with serverless computing,

which focuses on improving learner efficiency instead of actor

boosting. MinionsRL [74] is the closest work to us, which also lever-

ages serverless computing to design DRL training systems with

dynamic actor scaling. However, MinionsRL falls short in three

aspects. First, it is limited in synchronous training and only serves

on-policy DRL algorithms, whereas our solution can accelerate

both on-policy and off-policy algorithms. Second, it is a data-driven

solution relying on a DRL-based scheduler and taking hours of pre-

training and excessive pre-training expenses, whereas our work is a

system solution that serves as a pluggable enhancement to existing

DRL frameworks without any preparation overheads. Third, the

DRL-based scheduler of MinionsRL cannot be well-justified since it

applies a black-box optimization algorithm. In contrast, Nitro lever-
ages provable metrics to explicitly capture boosting opportunities

to accelerate DRL training with cost-efficiency. Nitro outperforms

MinionsRL by training DRL algorithms faster with much less costs.

10 CONCLUSION
This paper proposed Nitro, a generic DRL training engine for actor-

learner architectures that provides strategic boosting with server-

less computing. In Nitro, actors are abstracted and packaged as

lightweight serverless functions for agile scaling while the learner

utilizes a GPU server for efficient training. With serverless func-

tions, Nitro dynamically adjusts data sampling strategies according

to the DRL training demands. To accurately and promptly seize the

ephemeral boosting opportunities in real-time boosting, we design a

boosting score to inspect the neural networks inside Nitro’s learner
policy. Inspired by observations from realistic DRL tasks, we devise

a cost-aware heuristic algorithm to guide Nitro to achieve minimal

training cost. Various SOTA DRL algorithms and frameworks are

integrated with Nitro to evaluate the effectiveness. Experiments on

AWS EC2 and Lambda with Mujoco and Atari benchmarks show

that Nitro improves the final reward (i.e., training quality) by up to

6× and reduces training cost by up to 42%.
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